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The main purpose of this paper is providing a systematic study and classification of non-scalar positive definite kernels for Reproducing Kernel Hilbert Spaces (RKHS), to be used in the analysis of deformations in shape spaces endowed with metrics induced by the action of groups of diffeomorphisms. After providing an introduction to matrix-valued kernels and their relevant differential properties, we explore extensively those, that we call TRI kernels, that induce a metric on the corresponding Hilbert spaces of vector fields that is both translation- and rotation-invariant. These are analyzed in a very effective manner in the Fourier domain, where the characterization of RKHS of curl-free and divergence-free vector fields is particularly natural. A technique for constructing generic matrix-valued kernels from scalar kernels is also developed. The exposition of the theory is supported by several examples. We also provide numerical results that show the dynamics induced by different choices of TRI kernels on the manifold of labeled landmark points, and illustrate one application in computational anatomy.
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1. Introduction

Recent years have seen the rapid development of acquisition techniques for medical data, such as magnetic resonance imaging, that allow the identification and very detailed visualization of anatomical structures \textit{in vivo} and the quantitative description of their shape. The key challenge for researchers is to devise statistical methods that assess normal and abnormal variations of such shapes across subjects, with the goal of gaining understanding of several pathologies and ultimately providing practitioners with shape-based diagnostic tools. The problems of comparing geometrical objects of the same nature, establishing correspondences that are anatomically justified, and
quantifying deformation (i.e. computing \textit{distances} between shapes, so to be able to perform, for example, shape classification) are central in addressing the above issues. The emerging discipline of computational anatomy thus lies at the interface of geometry, imaging science, statistics, and numerical analysis.

The group action approach. It was Ulf Grenander [31] that introduced the notion of group action in this field. The main idea is to compare anatomical objects through the estimation and the analysis of a deformation of their entire space where such objects are located. The theoretical model thus consists in defining (i) the mathematical space of the observed objects (e.g. the images, surfaces, curves, point sets—in one word, the \textit{shapes}), (ii) an appropriate group of transformations, and (iii) a group action on the objects. This approach stems from the observation that the visual comparison of medical images coming from different individuals suggests the existence of an underlying deformation of the ambient space.

The formulation of precise registration algorithms requires rigorous mathematical modeling of the deformations of such space. Rigid or affine transformations alone are insufficient to describe the complexity of the observed deformations, and it is in fact appropriate to consider functional spaces of infinite dimension. In the diffeomorphic approach introduced in [18, 22] the transformations are obtained by the temporal integration of a family of vector fields—this was partly inspired by Vladimir Arnold’s seminal paper [2], in which he proved that incompressible ﬂuid dynamics can be characterized as geodesic ﬂow in the group of volume preserving diffeomorphisms, with respect to the kinetic energy metric (i.e. the $L^2$ norm of the fluid velocity). A rigorous mathematical foundation for this new model and the construction of invariant metrics for the groups of diffeomorphisms was established by Alain Trouvé [65]: in this approach one chooses a Hilbert space $V$ of vector fields whose norm $\|\cdot\|_V$ defines the cost of infinitesimal deformations, and time-dependent diffeomorphisms $\varphi_t : \Omega \to \Omega$, with $\Omega \subseteq \mathbb{R}^d$, are obtained by the integration of a family of vector fields $v(t, \cdot) : \Omega \to \mathbb{R}^d$ in $V$, $t \in [0, 1]$, via the differential equation $\partial_t \varphi_t(x) = v(t, \varphi_t(x))$, with $\varphi_0(x) = x$. Given two shapes (geometric objects or images), among all diffeomorphisms of such type that perform the registration, the one that is generated by a time-dependent vector field that minimizes the kinetic energy \[ \int_0^1 \|v(t, \cdot)\|^2_V \, dt \] is chosen, and the square root of the minimal energy is in fact a \textit{distance} between the two shapes.

There are several advantages to this group action-based approach. First of all, it fits into the shape space idea which views shapes as points in a infinite dimensional curved manifold, and the estimated deformations, when restricted to the shapes themselves, correspond to geodesics in this shape space. Therefore the method generates smooth transitions between shapes.
which are in fact all plausible shapes of the considered population, at least from a geometrical point of view. This also enables one to employ mathematical notions and algorithms provided by Riemannian geometry [36, 37], such as Fréchet means or medians [25] or parallel translation [68]. Secondly, the generated diffeomorphisms can be applied to any geometrical structure in the ambient space. Whence one may estimate a deformation induced by a particular anatomical structure, for instance the cortical surface of the brain, and then apply this deformation to inner brain structures. Thirdly, the group action-based approach gives a unified framework for shape analysis based on various geometrical objects: deformations estimated from the raw images, or from segmented anatomical structures such as landmarks points or surfaces, all belong to the same space and can be compared; moreover, deformations may be estimated from combinations of such different structures. This is of course of primary importance for statistical purposes, as it allows one to detach the deformation analysis from the particular modality which was used to estimate the deformations.

This framework, often referred to as Large Deformation Diffeomorphic Metric Mapping (LDDMM), has received considerable interest and is now popular in the fields of computational anatomy, morphometry, and shape analysis. The method may be applied for performing registration and computing distances in different kinds of “shape spaces”, such as the manifolds curves [29, 45], surfaces [71], images [6, 46, 47], vector fields [15], diffusion tensor images [14], measures [27], currents [28, 66], and labeled landmark points [30, 35, 42, 47]. We should note that in this context the formulation of the registration problem requires the vector fields to be $L^1$ or $L^2$ in the time parameter $t$; these and other notions, that deviate from the classical theory of dynamical systems, have been expanded in a book by L. Younes [69].

David Mumford, to whom this work is dedicated, and his collaborators have given considerable contributions to the understanding of the differential geometry of shape spaces endowed with a Riemannian metric, including several instances of metrics induced by the group action of diffeomorphisms. The knowledge of such geometry (and in particular, of curvature) is fundamental as it allows one to infer, for example, about the uniqueness of geodesics between shapes, the existence of conjugate points, and the well-posedness of the problem of computing the intrinsic (or Karcher’s) mean [54] of a database of shapes. See, for example, the papers [42, 43, 44, 45, 48, 70] and references therein.

**Reproducing Kernel Hilbert Spaces.** In LDDMM the Hilbert space of vector fields $V$ has a reproducing kernel, whose choice uniquely determines the model in use and the properties of the deformation maps; moreover, from a computational point of view, the most demanding operations
in registration algorithms usually consist in convolutions of data points with these kernels or their derivatives. For example, when dealing with the shape manifold $\mathcal{L}^N(\mathbb{R}^d)$ of $N$ labeled landmarks in $\mathbb{R}^d$ (typically, $d = 2$ or $3$), the registration constraints are described in terms of the displacements of such points. The mathematical object of interest is the reproducing kernel $K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$ of the space $V$ of deformation fields. One can in fact show that the vector fields that minimize the kinetic energy for such registration constraints are sums of spline functions centered on the landmark trajectories $x_a(t), a = 1, \ldots, N, t \in [0, 1]$, i.e.

$$v(t, x) = \sum_{a=1}^{N} K(x, x_a(t)) \alpha_a(t), \quad x \in \mathbb{R}^d, \ t \in [0, 1],$$

and that the associated cost of the infinitesimal deformation for vector fields of this type (i.e. their norm in the Hilbert space $V$) is also expressed in terms of the reproducing kernel, as follows:

$$\|v(t, \cdot)\|_V^2 = \sum_{a,b=1}^{N} \alpha_a(t) \cdot K(x_a(t), x_b(t)) \alpha_b(t), \quad t \in [0, 1];$$

the vectors $\alpha_a : [0, 1] \to \mathbb{R}^d, a = 1, \ldots, N$, are called momenta, in analogy with analytical mechanics [3], and they completely parametrize the search space of an optimal (i.e. energy-minimizing) solution.

In this framework it is therefore natural to consider the kernel as the starting point for modeling the linear deformation space $V$ and the group of diffeomorphisms that it generates. The theory of Reproducing Kernel Hilbert Spaces (RKHS) was developed starting in the 1940s, mostly by Aronszajn [4, 5] and Schwartz [62], who built on previous studies by Bergman [7, 8], Bochner [10], Schoenberg [59, 60], and others. Such a theory is mostly used in complex and functional analysis, and in more recent years it has found numerous applications and developments in statistics and machine learning [51, 61]. Reproducing kernels are also used as spline functions for performing data interpolation [67]; their interest in this framework stems from the fact that functions expressed in terms of kernels solve the minimal norm interpolation problem in the corresponding Hilbert space. Kernels are also commonly used to interpolate data with values in the Euclidean space $\mathbb{R}^d$ (mostly with $d = 2$ or $3$), such as vector fields in fluid dynamics (see [11] and references therein).

The kernels that are most commonly used in applications are either scalar-valued functions or (in the case of RKHS of $\mathbb{R}^d$-valued functions) they are given by a scalar-valued function multiplied by the $d \times d$ identity
matrix $I_d$. However, employing kernels that are truly non-scalar allows one to obtain desirable properties of the vector fields that are not achievable otherwise. To our knowledge a systematic study and classification of such kernels have not yet taken place. Here we focus our attention on kernels that induce translation- and rotation-invariant norms in the corresponding RKHS, since this a common requirement for the interpolation of geometric data. We shall examine in detail the ties between the properties of the kernels and the corresponding deformation spaces, with the goal of providing a large class of kernels that may be used to perform shape analysis. In particular, matrix-valued kernels that induce divergence-free vector fields are desirable in analyzing volume-preserving transformations, and those that induce divergence-free vector fields can be used for deformations that are caused by the pure growth or loss of mass. However, curl-free and divergence-free vector fields are only achievable with non-scalar reproducing kernels.

**Additional related work.** As we said, it was Laurent Schwartz in his seminal work [62] that built the foundations of the theory of (non-scalar) reproducing kernels. Much more recently, Carmeli et al. [16] derived regularity results of vector-valued RKHS and analyzed some of their properties from the point of view of the machine learning community. De Vito et al. [19] extend Mercer’s theorem to matrix-valued measurable kernels, whereas Michelli and Pontil [41] use such kernels for learning vector-valued functions. Cachier and Ayache [13] consider a class of matrix-valued kernels that generalize thin-plate splines for the interpolation of dense and sparse vector fields, for the purposes of image registration. The work by Dodu and Rabut [21] is related to ours in that it introduces a class of irrotational and divergence-free kernels that minimize Beppo Levi-type seminorms, for the interpolation of vector fields in two and three dimensions; our study is restricted to the case of positive definite kernels but is more general in that it characterizes the entire class of kernels that induce translation- and rotation-invariant norms. Last, but not least, we should certainly mention a very recent paper by Mumford and Michor [50], where they study an approximation to Euler’s equation with EPDiff, i.e. the geodesic equation in the group of diffeomorphisms [49], by choosing kernels that are Green’s functions of a specific class of differential operators. The latter depend on two positive parameters, and their limit behavior yields precisely Euler’s equation for fluid flow; such kernels, as well as their limit cases, fall within our study.

**Paper organization.** In section 2 we introduce notation and definitions for Reproducing Kernel Hilbert Spaces of vector-valued functions, state and prove existence and uniqueness theorems for such spaces, and investigate relevant differential properties of the corresponding matrix-valued kernels. Section 3 explores the characterization of what we call **TRI kernels**, i.e. those that induce a translation- and rotation-invariant metric on the corresponding
RKHS. This is also performed in the Fourier domain, and constitutes the core of the present contribution: in fact, it turns out that the characterization of kernels Hilbert spaces of curl-free or divergence-free vector fields is described in a more natural manner in the Fourier domain than it is in the spatial domain. Section 4 details methods for building TRI kernels from the more commonly used scalar kernels, which is of course crucial for applications; in fact we also show that all matrix-valued kernels may be obtained with such constructive procedures. Section 5 develops the equations of the dynamics induced by the LDDMM approach on the manifold of landmark points, such as equation (1) introduced earlier. In section 6 we illustrate numerical results for both landmarks and anatomical surfaces, comparing results for different choices of TRI kernels. We summarize conclusions and describe directions of potential future research developments of our research in section 7.

We would like to point out that the length of our paper is justified by our desire to make it self-contained, exhaustive, and accessible to the largest possible audience—in the hope to attract more researchers (mathematicians, engineers, statisticians, computer scientists) to this interdisciplinary field.

2. Reproducing Kernel Hilbert Spaces of vector-valued functions

The theory of Reproducing Kernel Hilbert Spaces of scalar-valued functions [4, 5, 67] may be extended to vector-valued functions [16, 32, 62] and has recently been adapted to the study of deformation [69]. Here we provide notions and extensions of results that are relevant precisely for this purpose.

**Notation.** If S is a subset of a vector space then span(S) denotes the set of finite linear combinations of elements of S. If \((X, \| \cdot \|_X), (Y, \| \cdot \|_Y)\) are two normed spaces with \(X\) continuously embedded in \(Y\) (i.e. \(X \subseteq Y\) and there is a constant \(C > 0\) such that \(\|x\|_Y \leq C\|x\|_X\) for all \(x \in X\)) we write \(X \hookrightarrow Y\). If \((H, \langle \cdot, \cdot \rangle_H)\) is an inner product space and \(U\) is a subspace of \(H\) we indicate its orthogonal complement with \(U^\perp\). If \(H\) is a Hilbert space its dual space is written as \(H^*\); if a sequence \(\{u_n\}\) in \(H\) converges weakly to some \(u \in H\), i.e. \(\langle u_n - u, h \rangle_H \to 0\) for all \(h \in H\), we write \(u_n \rightharpoonup u\) in \(H\).

The dot product of two vectors \(a, b \in \mathbb{R}^d\) is denoted with \(\langle a, b \rangle_{\mathbb{R}^d}\) or \(a \cdot b\). Vectors in \(\mathbb{R}^d\) are normally treated as column vectors, and \(T\) indicates the transpose of a vector or a matrix.

**Definition 2.1.** Let \((H, \langle \cdot, \cdot \rangle_H)\) be a Hilbert space of \(\mathbb{R}^d\)-valued functions defined on a set \(\Omega\). We call \(H\) a Reproducing Kernel Hilbert Space (RKHS) if the evaluation functionals \(\delta_x^\alpha : u \mapsto \alpha \cdot u(x)\) are linear and continuous for all \(x \in \Omega\) and \(\alpha \in \mathbb{R}^d\); that is, if \(\delta_x^\alpha \in H^*\).
By the Riesz Representation Theorem [26], in a Reproducing Kernel Hilbert Space \( H \), for all \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \) there exists a unique function \( K^\alpha_x(\cdot) \in H \) such that
\[
\langle K^\alpha_x, u \rangle_H = \alpha \cdot u(x)
\]
for all \( u \in H \). Such function is called the representer of the evaluation functional \( \delta^\alpha_x \), and relation (2) is referred to as the reproducing property of \( K^\alpha_x \). The map \( \alpha \mapsto K^\alpha_x(\cdot) \) is linear in \( \alpha \), i.e. \( K^{\alpha + \beta}_x = aK^\alpha_x + bK^\beta_x \) for all \( x \in \Omega, \alpha, \beta \in \mathbb{R}^d \), and \( a, b \in \mathbb{R} \), by the uniqueness of the representer.

So for any pair of points \( x, y \in \Omega \) there exists a matrix \( K(y, x) \in \mathbb{R}^{d \times d} \) such that \( K^\alpha_x(y) = K(y, x)\alpha \) for all \( \alpha \in \mathbb{R}^d \); the matrix-valued function \( K : \Omega \times \Omega \rightarrow \mathbb{R}^{d \times d} \) is called the reproducing kernel, or simply the kernel, of the space \( H \).

For any pair of points \( x, y \in \Omega \) and any pair of vectors \( \alpha, \beta \in \mathbb{R}^d \) we have that, by the reproducing property (2), \( \langle K^\alpha_x, K^\beta_y \rangle_H = \alpha \cdot K(y, x)\beta \) but also \( \langle K^\beta_y, K^\alpha_x \rangle_H = \beta \cdot K(x, y)\alpha = \alpha \cdot K(y, x)^T \beta \), so that the symmetry \( K(x, y) = K(y, x)^T \) holds for all \( x, y \in \Omega \).

**Definition 2.2.** A Reproducing Kernel Hilbert Space with kernel \( K \) is called non-degenerate when it has the following property: for any \( N \in \mathbb{N} \) and any distinct points \( x_1, \ldots, x_N \in \Omega \), if the vectors \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^d \) are such that
\[
\sum_{a=1}^N \alpha_a \cdot u(x_a) = 0
\]
for all \( u \in H \), then \( \alpha_1 = \cdots = \alpha_N = 0 \).

Non-degeneracy establishes a certain richness of functions in Reproducing Kernel Hilbert Spaces. Rather obviously, we will call a RKHS degenerate if it is not non-degenerate.

**Definition 2.3.** A generic matrix-valued function \( K : \Omega \times \Omega \rightarrow \mathbb{R}^{d \times d} \) is positive definite if for arbitrary \( N \in \mathbb{N} \), vectors \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^d \) and points \( x_1, \ldots, x_N \in \Omega \), it is the case that
\[
\sum_{a,b=1}^N \alpha_a \cdot K(x_a, x_b)\alpha_b \geq 0.
\]

Moreover, \( K \) is strictly positive definite if for arbitrary \( N \in \mathbb{N} \), vectors \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^d \), and distinct points \( x_1, \ldots, x_N \in \Omega \) the above inequality holds, with equality if and only if \( \alpha_1 = \cdots = \alpha_N = 0 \).

**Proposition 2.4.** The kernel \( K \) of a RKHS is a positive definite matrix-valued function. Moreover, the RKHS is non-degenerate if and only if its kernel is strictly positive definite.
Definition 2.5. A positive definite function unique reproducing kernel. The next definition of “kernel” is justified by the Theorem 2.6. Given a positive kernel function, then we shall call it a
\[ \sum_{i=0}^{\alpha_N} \alpha_i \cdot K(x_a, x_b) \alpha_b. \]
Assuming that the RKHS is non-degenerate, if for \( x_1, \ldots, x_N \in \Omega \) (distinct), \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^d \) we have \( \| \sum_{a=1}^{N} K_{x_a}^{\alpha_a} \|^2_H = \sum_{a,b=1}^{M} \alpha_a \cdot K(x_a, x_b) \alpha_b = 0 \), then \( \sum_{a=1}^{N} K_{x_a}^{\alpha_a} = 0 \), i.e. \( \langle \sum_{a=1}^{N} K_{x_a}^{\alpha_a}, u \rangle_H = 0 \) for all \( u \in H \); this is equivalent to \( \sum_{a} \alpha_a \cdot u(x_a) = 0 \) for all \( u \in H \), therefore \( \alpha_1 = \cdots = \alpha_N = 0 \) by Definition 2.2. On the other hand, assuming that the kernel \( K \) is strictly positive definite, if at least one of the vectors \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^d \) is non-zero take \( u := \sum_{a} K_{x_a}^{\alpha_a} \), with distinct points \( x_1, \ldots, x_N \in \Omega \); it is the case that \( \sum_{a} \alpha_a \cdot u(x_a) = \sum_{a,b} \alpha_a \cdot K(x_a, x_b) \alpha_b > 0 \) by strict positive definiteness.

Example. All finite-dimensional Reproducing Kernel Hilbert Spaces are degenerate. To see this, consider a finite-dimensional space \( H \) of \( \mathbb{R}^d \)-valued functions with a given inner product \( \langle \cdot, \cdot \rangle_H \). We may assume without loss of generality that \( H = \text{span}\{f_1, \ldots, f_M\} \) with \( \langle f_i, f_j \rangle_H = \delta_{ij} \), where \( \delta_{ij} \) is Kronecker’s delta. The reproducing kernel of \( H \) is the matrix-valued function \( K(x, y) = \sum_{i=1}^{M} f_i(x) f_i(y)^T \). Now fix arbitrarily \( N \in \mathbb{N} \) and the distinct points \( x_1, \ldots, x_N \in \Omega \). Define:
\[
\alpha := \begin{bmatrix} \alpha_1 \\ \vdots \\ \alpha_N \end{bmatrix} \in \mathbb{R}^{Nd} \quad \text{and} \quad f_i(x) := \begin{bmatrix} f_i(x_1) \\ \vdots \\ f_i(x_N) \end{bmatrix} \in \mathbb{R}^{Nd}, \quad i = 1, \ldots, M,
\]
all intended as column vectors. Having \( \sum_{i=1}^{N} \alpha_i \cdot u(x_i) = 0 \) for all \( u \in H \) is equivalent to \( \alpha \) being orthogonal to \( U := \text{span}\{f_1(x), \ldots, f_M(x)\} \), i.e. we have \( \alpha \in U_\perp \). But \( \dim U \leq M \), therefore \( \dim U_\perp \geq \max\{Nd - M, 0\} \). So, if \( N \) was chosen large enough, \( \alpha \) is not necessarily zero.

We have seen above that Reproducing Kernel Hilbert Spaces have a unique reproducing kernel. The next definition of “kernel” is justified by the theorem that immediately follows.

Definition 2.5. A positive definite function \( K : \Omega \times \Omega \to \mathbb{R}^{d \times d} \) such that \( K(y, x) = K(x, y)^T \) for all \( x, y \in \Omega \) is called a positive kernel, or simply a kernel, of dimension \( d \). If, in addition, \( K \) is a strictly positive definite function, then we shall call it a strictly positive kernel of dimension \( d \).

Theorem 2.6. Given a positive kernel \( K : \Omega \times \Omega \to \mathbb{R}^{d \times d} \) of dimension \( d \), there exists a unique RKHS of \( \mathbb{R}^d \)-valued functions defined on \( \Omega \) that has \( K \) as its reproducing kernel.
Proof. For arbitrary $x \in \Omega$ and $\alpha \in \mathbb{R}^d$ we define the function $K_\alpha^\beta(\cdot) := K(\cdot, x)\alpha$ and the linear space $H_0 := \text{span}\{K_x^\alpha \mid x \in \Omega, \alpha \in \mathbb{R}^d\}$. We also define the inner product $(K_\alpha^\beta, K_{\gamma}^\beta)_{H_0} := \alpha \cdot K(x, y)\beta$. In order to extend it to all of $H_0$ by bilinearity it is sufficient to show that if

\[
f = \sum_{i=1}^{n} K_{x_i}^\alpha = \sum_{i=1}^{n'} K_{x_i'}^\alpha^{'}
\]

(i.e. there are two different representations of $f \in H_0$) then for all $g = K_y^\beta \in H_0$ we have $\langle f, g \rangle_{H_0} := \sum_{i=1}^{n} \langle K_{x_i}^\alpha, K_y^\beta \rangle_{H_0} = \sum_{i=1}^{n'} \langle K_{x_i'}^\alpha^{'} , K_y^\beta \rangle_{H_0}$. To see this take $m := n + n'$, $\gamma_i := \alpha_i$ for $1 \leq i \leq n$ and $\gamma_i := -\alpha_i'$ for $n + 1 \leq i \leq n + n'$; now observe that since $\sum_{i=1}^{m} K_{x_i}^\alpha = 0$ we also have $\sum_{j=1}^{m} \langle K_{x_j}^\alpha, K_y^\beta \rangle_{H_0} = \sum_{j=1}^{m} \gamma_j \cdot K(z_j, y)\beta = (\sum_{j=1}^{m} K_{x_j}^\alpha(y))\beta = 0$.

It is immediate to verify that the inner product $\langle \cdot, \cdot \rangle_{H_0}$ is symmetric; also, if $u \in H_0$ then it is the case that $\langle u, u \rangle_{H_0} \geq 0$ by the positive definiteness of $K$. By construction $(K_{x}^\alpha, u)_{H_0} = \alpha \cdot u(x)$ for all $u \in H_0$, so by Cauchy-Schwarz we have $|\alpha \cdot u(x)| \leq \|K_x^\alpha\|_{H_0}\|u\|_{H_0}$ for all $u \in H_0$, $x \in \Omega$ and $\alpha \in \mathbb{R}^d$; whence if $\langle u, u \rangle_{H_0} = 0$ then $u = 0$. Whence $H_0$ is an inner product space.

Now one can follow the standard procedure for the completion of metric spaces [58] with some modifications. Letting $C$ be the set of Cauchy sequences in $H_0$, one first partitions it into equivalence classes (we call $\{u_n\}, \{v_n\} \in C$ equivalent and write $\{u_n\} \sim \{v_n\}$ if $\lim_{n \to \infty} \|u_n - v_n\|_{H_0} = 0$). We denote with $H_e := C/\sim$ the set of equivalence classes, and with $\{\{u_n\}\}$ the generic element of $H_e$. Then one defines the inner product between $U, V \in H_e$ as $\langle U, V \rangle_{H_e} := \lim_{n \to \infty} \langle u_n, v_n \rangle_{H_0}$, where $\{u_n\} \in U$ and $\{v_n\} \in V$. The map $\varphi : H_0 \to H_e$ given by $\varphi(u) = \{\{u, u, u, \ldots\}\}$ is an isometry, and $\varphi(H_0)$ is in fact dense in $H_e$. Any Cauchy sequence in $\varphi(H_0)$ converges to some $U \in H_e$ (in fact if $\varphi(u_n)$ is Cauchy in $H_e$ then by isometry $\{u_n\}$ is Cauchy in $H_0$, therefore $\{u_n\}$ belongs to some $U \in H_e$; one can prove that $\varphi(u_n) \to U$ in $H_e$). Together with the density of $\varphi(H_0)$ in $H_e$, this can be used to show that $H_e$ is complete. As we mentioned above, this procedure was rather standard; what follows is specific to our setting.

It is in fact the case that any Cauchy sequence in $H_0$ converges pointwise to some function $\Omega \to \mathbb{R}^d$. To see this, if $\{u_n\} \in C$ then it is the case that $|(u_m(x) - u_n(x)) \cdot \alpha| = |(u_m - u_n, K_x^\alpha)_{H_0}| \leq \|u_m - u_n\|_{H_0} \sqrt{\alpha \cdot K(x, x)\alpha}$ for all $x \in \Omega$, $\alpha \in \mathbb{R}^d$, and $m, n \in \mathbb{N}$, by the Cauchy-Schwarz inequality. Whence $\{u_n(x)\}$ is Cauchy in $\mathbb{R}^d$ for all $x \in \Omega$ and there exists a function $u : \Omega \to \mathbb{R}^d$ such that $u_n \to u$ pointwise.

On the other hand Cauchy sequences in $H_0$ from distinct equivalence classes converge, pointwise, to distinct functions. In fact, if $\{u_n\}, \{v_n\} \in C$
converge pointwise to the same \( u : \Omega \to \mathbb{R}^d \) then the sequence \( \{h_n\} \), with  
\( h_n := u_n - v_n \), is also Cauchy in \( H_0 \) and it converges to 0 pointwise. Therefore,  
since \( \langle h_n, K_x^\alpha \rangle_{H_0} = h_n(x) \cdot \alpha \) for all \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \), we have that  
\( h_n \to 0 \) in \( H_0 \). By the Cauchy property of \( \{h_n\} \) there exists an integer \( M \)  
such that \( \|h_n\|_{H_0}^2 - 2\langle h_n, h_M \rangle_{H_0} \leq \|h_n - h_M\|_{H_0}^2 \leq \varepsilon \) for all \( n \geq M \). But we have  
\( \lim \|h_n\|_{H_0}^2 = 0 \) by weak convergence, whence for sufficiently large \( n \) we have  
\( \|h_n\|_{H_0}^2 = \|u_n - v_n\|_{H_0}^2 \leq 2\varepsilon \). So it is the case that \( \{u_n\} \sim \{v_n\} \).

This suggests that we may realize the completion \( H_0 \) as follows: we associate to each equivalence class in \( \mathcal{C}/\sim \) of Cauchy sequences in \( H_0 \) the function \( u : \Omega \to \mathbb{R}^d \) to which they converge pointwise, and let \( H \) be the space of such functions. If \( \{u_n\}, \{v_n\} \in \mathcal{C} \) and \( u_n \to u, v_n \to v \) pointwise, we say that \( u = \lim_n u_n \) in \( H \) and set \( \langle u, v \rangle_H := \lim_n \langle u_n, v_n \rangle_{H_0} \), so \( H \) is isometric to \( H_0 \). By construction the function space \( H \) is complete, \( H_0 \) is embedded in \( H \), and \( H = \overline{\Pi}_0 \). Moreover \( K \) is a reproducing kernel for \( H \), since if \( \{u_n\} \in \mathcal{C} \) and \( u_n \to u \in H \) pointwise then  
\( \langle K_x^\alpha, u \rangle_H = \lim_n \langle K_x^\alpha, u_n \rangle_{H_0} = \lim_n \alpha \cdot u_n(x) = \alpha \cdot u(x) \), for all \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \).

Finally, assume that \( H_1 \) is another RKHS with the same kernel \( K \). So it must be the case that \( H_0 \subseteq H_1 \), and the inner products \( \langle \cdot, \cdot \rangle_H \) and \( \langle \cdot, \cdot \rangle_{H_1} \) must coincide on \( H_0 \). If \( \{u_n\} \in \mathcal{C} \) is such that \( u_n \to u \in H \) pointwise, by the completeness of \( H_1 \) there exists \( v \in H_1 \) with \( u_n \to v \) in \( H_1 \), and  
\[
\|u(x) - v(x)\| \cdot \alpha = \lim_n \|u_n(x) - v(x)\| \cdot \alpha = \lim_n \|u_n - v, K_x^\alpha \|_{H_1} \leq \lim_n \|u_n - v\|_{H_1} \|K_x^\alpha\|_{H_0} = 0,
\]
for all \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \), so it is the case that \( u = v \). Therefore \( H \subseteq H_1 \). Also \( \langle \cdot, \cdot \rangle_{H_1} = \langle \cdot, \cdot \rangle_H \) on \( H \), whence \( H \) is a closed subset of \( H_1 \) and \( H_1 = H \oplus H^\perp \). If \( u \in H_1 \) is orthogonal to \( H \) then \( \alpha \cdot u(x) = \langle u, K_x^\alpha \rangle_{H_1} = 0 \) for all \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \), whence \( u = 0 \). In conclusion \( H = H_1 \). □

**Corollary 2.7.** Let \( H \) be a RKHS of \( \mathbb{R}^d \)-valued functions that are defined on \( \Omega \), with reproducing kernel \( K \). It is the case that \( H = \overline{\Pi}_0 \), where \( H_0 = \text{span}\{K(\cdot, x)\alpha \mid x \in \Omega, \alpha \in \mathbb{R}^d\} \).

**Corollary 2.8.** Let \( H \) be a RKHS, and \( \{u_n\} \) a sequence in \( H \). If \( u_n \rightharpoonup u \) in \( H \) (weak convergence) then it converges pointwise to \( u \). On the other hand, if \( \{u_n\} \) is bounded in \( H \) and it converges pointwise to some function \( u \), then \( u \in H \) and \( u_n \rightharpoonup u \) in \( H \).

**Proof.** Let \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \) be arbitrary. If \( u_n \rightharpoonup u \) in \( H \) then \( \lim_n \alpha \cdot u_n(x) = \lim_n \langle K_x^\alpha, u_n \rangle_H = \langle K_x^\alpha, u \rangle_H = \alpha \cdot u(x) \). Vice versa, if the sequence \( \{u_n\} \) is bounded in \( H \) then it has a subsequence \( \{u_{\psi(n)}\} \) that converges
weakly to some \( w \in H \); however, \( \alpha \cdot w(x) = \langle K^\alpha_x, w \rangle_H = \lim_n \langle K^\alpha_x, u_{\psi(n)} \rangle_H = \lim_n \alpha \cdot u_{\psi(n)}(x) = \alpha \cdot u(x) \), whence \( u = w \) and \( u \in H \). Now, we have that \( \lim_n \langle K^\alpha_x, u_n \rangle_H = \lim_n \alpha \cdot u_n(x) = \alpha \cdot u(x) = \langle K^\alpha_x, u \rangle_H \), so it is also the case that \( \lim_n \langle u_n, h_0 \rangle_H = \langle u, h_0 \rangle_H \) for all \( h_0 \in H_0 \). If \( M := \sup_n \| u_n - u \|_H \) then, since \( H = \overline{H_0} \), for arbitrary \( \varepsilon > 0 \) and \( h \in H \) we can choose \( h_0 \in H_0 \) such that \( \| h - h_0 \| < \varepsilon / M \), and we have \( |\langle u_n - u, h \rangle_H| \leq |\langle u_n - u, h_0 \rangle_H| + \| u_n - u \|_H \| h - h_0 \|_H < 2\varepsilon \) for sufficiently large \( n \).

\[ \square \]

**Proposition 2.9 (Kernel of separable RKHS).** Let \( H \) be a separable RKHS, \( K \) its kernel and \( \{u_i\}_{i \in \mathbb{N}} \) an orthonormal basis of \( H \). Then \( K(x, y) = \lim_{n \to \infty} \sum_{i=1}^{n} u_i(x) u_i(y)^T \) pointwise, for all \( x, y \in \Omega \).

**Proof.** For all \( y \in \Omega \) and \( \alpha \in \mathbb{R}^d \) we have \( K^\alpha_y = \lim_{n \to \infty} \sum_{i=1}^{n} \langle K^\alpha_y, u_i \rangle_H u_i \) (limit in \( H \) and therefore pointwise), whence it must be the case that: \( K(x, y)\alpha = \lim_{n \to \infty} \sum_{i=1}^{n} \langle K^\alpha_y, u_i \rangle_H u_i(x) = \lim_{n \to \infty} \sum_{i=1}^{n} \alpha \cdot u_i(y) u_i(x) \). \( \square \)

We now introduce notions of regularity of \( \mathbb{R}^d \)-valued functions in RKHS, for which we assume that \( \Omega \) is an open, connected subset of \( \mathbb{R}^m \). Denote with \( C_0^s(\Omega, \mathbb{R}^d) \) the space of continuous functions \( u : \Omega \to \mathbb{R}^d \) that vanish at infinity (i.e. such that for every \( \varepsilon > 0 \) the set \( \{ x \in \Omega : \| u(x) \|_{\mathbb{R}^d} \geq \varepsilon \} \) is compact) which is Banach with the norm \( \| u \|_s := \sup_{x \in \Omega} \| u(x) \|_{\mathbb{R}^d} \). For any integer \( s \geq 0 \) we define

\[ C_0^s(\Omega, \mathbb{R}^d) := \{ u \in C^s(\Omega, \mathbb{R}^d) : \partial^p u \in C_0(\Omega, \mathbb{R}^d) \text{ for } |p| \leq s \}, \]

where \( C^s(\Omega, \mathbb{R}^d) \) is the space of functions that are continuously differentiable \( s \) times. (We have used multi-index notation \( \{24\} \) for partial derivatives \( \partial^p = \partial_1^{p_1} \partial_2^{p_2} \ldots \partial_m^{p_m} \); i.e. if \( p = (p_1, \ldots, p_m) \) then we set \( |p| := p_1 + \cdots + p_m \). Also, we have used the symbol \( s \) instead of the more customary \( k \) to avoid confusion with a symbol that we will use later for kernels). The space \( C_0^s(\Omega, \mathbb{R}^d) \) is Banach with the \( W^{s,\infty} \) (Sobolev) norm

\[ \| u \|_{s,\infty} := \sum_{|p| \leq s} \sup_{x \in \Omega} \| \partial^p u(x) \|_{\mathbb{R}^d}, \]

and \( C_0^s(\Omega, \mathbb{R}^d) \hookrightarrow C_0^{s-1}(\Omega, \mathbb{R}^d) \) for any \( s \geq 1 \). Also, \( C(\Omega, \mathbb{R}^d) \) and \( C^s(\Omega, \mathbb{R}^d) \), respectively, have the topology induced by the convergence with respect to the norms \( \| \cdot \|_\infty \) and \( \| \cdot \|_{s,\infty} \) on compact sets.

**Definition 2.10.** Let \( s \geq 0 \) be an integer. A Hilbert space \( H \) of \( \mathbb{R}^d \)-valued functions defined on a set \( \Omega \) is called \( s \)-admissible if \( H \hookrightarrow C_0^s(\Omega, \mathbb{R}^d) \).

Given a \( s \)-admissible space \( H \), for a fixed point \( x \in \Omega \) and a fixed vector \( \alpha \in \mathbb{R}^d \) the evaluation functional \( \delta^\alpha_x : H \to \mathbb{R} : u \mapsto \alpha \cdot u(x) \) is
Under the above assumptions, the following also holds:

\[ |\partial_2^\alpha(u)| = |\alpha \cdot u(x)| \leq \|\alpha\|_{\mathbb{R}^d} \|u(x)\|_{\mathbb{R}^d} \leq \|\alpha\|_{\mathbb{R}^d} \|u\|_{s,\infty} \leq C\|\alpha\|_{\mathbb{R}^d} \|u\|_H; \]

we have used the Cauchy-Schwarz inequality, the definition of \( \|\cdot\|_{s,\infty} \), and Definition 2.10. Therefore if \( H \) is a \( s \)-admissible Hilbert space then it is also a Reproducing Kernel Hilbert Space, and admits a reproducing kernel such that \( K(\cdot,x)\alpha \in C^s_0(\Omega,\mathbb{R}^d) \) for all \( x \in \Omega, \alpha \in \mathbb{R}^d \).

**Remark.** By the symmetry \( K(x,y) = K(y,x)^T \) it is the case that if \( K \) is continuous (respectively, differentiable) in one of the two variables then it is continuous (differentiable) in the other one too.

If the kernel \( K : \Omega \times \Omega \to \mathbb{R}^{d \times d} \) is smooth enough and \( p = (p_1,\ldots,p_m) \) and \( q = (p_1,\ldots,p_m) \) are multi-indices, we indicate with \( \partial^p \partial^q K(\cdot,\cdot) \) the partial derivative of \( K \) where \( \partial^p \) and \( \partial^q \) are taken with respect to the first and second sets of variables of \( K(\cdot,\cdot) \), respectively.

**Theorem 2.11.** Let \( H \) be a RKHS with kernel \( K : \Omega \times \Omega \to \mathbb{R}^{d \times d} \), and \( s \geq 0 \) be an integer. The following two statements are equivalent:

A. \( H \hookrightarrow C^s(\Omega,\mathbb{R}^d) \);

B. the function \( \partial_1^p \partial_2^q K \) exists for all multi-indices \( p \) with \( 0 \leq |p| \leq s \), it is continuous in each of the two variables (separately), and it is locally bounded.

Under the above assumptions, the following also holds:

C. for all \( x \in \Omega, \alpha \in \mathbb{R}^d \), and multi-index \( p \) such that \( 0 \leq |p| \leq s \), we have \( \partial_2^p K(\cdot,x)\alpha \in H \) and

\[ (4) \quad \langle \partial_2^p K(\cdot,x)\alpha, u \rangle_H = \alpha \cdot \partial^p u(x), \quad \text{for all } u \in H. \]

If, furthermore, we have \( K(\cdot,x)\alpha \in C^s_0(\Omega,\mathbb{R}^d) \) for all \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \), then \( H \hookrightarrow C^s_0(\Omega,\mathbb{R}^d) \).

**Proof.** We shall prove that \( (A \Rightarrow B \& C) \) and \( (B \Rightarrow A \& C) \); in particular, this will imply that \( (A \Leftrightarrow B) \).

- \((A \Rightarrow B \& C)\). We will prove by induction on \(|p|\) that for all multi-indices \( p \) with \( 0 \leq |p| \leq s \), the function \( \partial_2^p K(\cdot,x)\alpha \), with fixed \( x \in \Omega \) and \( \alpha \in \mathbb{R}^d \), is in \( H \) and (4) holds, and that the function \( \partial_1^p \partial_2^q K \) exists and is continuous in each of its two variables (its local boundedness is proven separately). If \(|p| = 0\) then \( \partial_2^p K(\cdot,x)\alpha = K(\cdot,x)\alpha \in H \) and (4) is simply the reproducing property (2); also, since \( H \subset C^s(\Omega,\mathbb{R}^d) \) we have that \( \partial_1^p \partial_2^q K(\cdot,x) = K(\cdot,x) \) is continuous in its first variable: the continuity in the second one derives from the symmetry \( K(x,y) = K(y,x)^T \), \( x,y \in \Omega \).
We now fix $|p|$ and assume that for any multi-index $r$ with $0 \leq |r| \leq |p|$ we have that $\partial^r \partial^2_2 K$ exists and it is continuous in each of its two variables; also, $\partial^p_2 K(\cdot,x)\alpha \in H$ and $\langle \partial^p_2 K(\cdot,x)\alpha,u \rangle_H = \alpha \cdot \partial^p u(x)$, for all $u \in H$. For fixed $|p|$ take $p = (p_1, \ldots, p_m)$ and $q = p + \epsilon_\ell = (p_1, \ldots, p_\ell + 1, \ldots, p_m)$ for some arbitrary index $\ell \in \{1, \ldots, m\}$. For any $x \in \Omega$ and $\alpha \in \mathbb{R}^d$ we have that $K(\cdot,x)\alpha \in H \subset C^8(\Omega, \mathbb{R}^d)$; by the symmetry $K(x,y) = K(y,x)^T$ we also have that $K(x,\cdot)\alpha$ is in $C^8(\Omega, \mathbb{R}^d)$. Whence for any sequence $\{\varepsilon_n\}$ in $\mathbb{R}$ with $|\varepsilon_n| \to 0$, the sequence $\Delta_n(\cdot) := (\partial^p_2 K(\cdot,x+\varepsilon_n e_\ell)\alpha - \partial^p_2 K(\cdot,x)\alpha) / \varepsilon_n \in H$ converges pointwise to $\partial^p_2 K(\cdot,x)\alpha$. For all $u \in H$ we have $\langle \Delta_n, u \rangle_H = \alpha \cdot (\partial^p u(x+\varepsilon_n e_\ell) - \partial^p u(x)) / \varepsilon_n$, which converges to $\alpha \cdot \partial^p u(x)$ because $H \subset C^8(\Omega, \mathbb{R}^d)$. Therefore, for a fixed $u \in H$, we have $\sup_n |\langle \Delta_n, u \rangle_H| < \infty$, so by the Uniform Boundedness Principle [26] the sequence $\|\Delta_n\|_H$ is bounded. Together with the pointwise convergence of $\Delta_n$, by Corollary 2.8 this implies:

(i) $\partial^p_2 K(\cdot,x)\alpha \in H$. Since $H \subset C^8(\Omega, \mathbb{R}^d)$, $\partial^p_1 \partial^p_2 K(\cdot,x)$ exists and it is continuous in its first variable; by the symmetry $K(x,y) = K(y,x)^T$ it is also continuous in the second variable.

(ii) for all $u \in H$ the sequence $\langle \Delta_n, u \rangle_H$ converges to $\langle \partial^p_2 K(\cdot,x)\alpha,u \rangle_H$. But we saw above that it also converges to $\alpha \cdot \partial^p u(x)$, whence we have $\langle \partial^p_2 K(\cdot,x)\alpha,u \rangle_H = \alpha \cdot \partial^p u(x)$.

By the arbitrariness of $\ell \in \{1, \ldots, m\}$, this concludes the induction argument. To prove local boundedness of $\partial^p_1 \partial^p_2 K$ for an arbitrary multi-index $p$ with $0 \leq |p| \leq s$, fix a compact subset $\bar{D} \subset \Omega$. For an arbitrary $\alpha \in \mathbb{R}^d$ consider the maps $\{\Lambda_x : H \to \mathbb{R} : u \mapsto \langle \partial^p_2 K(\cdot,x)\alpha,u \rangle_H \mid x \in D\} \subset H^*$, parameterized by $x \in D$. For a fixed $u \in H$ it is the case that $\sup_{x \in D} |\Lambda_x u| = \sup_{x \in D} |\langle \partial^p_2 K(\cdot,x)\alpha,u \rangle_H| = \sup_{x \in D} |\alpha \cdot \partial^p u(x)| < \infty$, by the continuity of the derivative $\partial^p u$. Whence $\sup_{x \in D} \|\Lambda_x u\|^2_H = \sup_{x \in D} \alpha \cdot \partial^p_2 K(x,x)\alpha < \infty$, again by the Uniform Boundedness Principle; i.e., $x \mapsto \alpha \cdot \partial^p_2 K(x,x)\alpha$ is locally bounded. Therefore $\partial^p_1 \partial^p_2 K$ is locally bounded, since for all $x,y \in \Omega$ and $\alpha, \beta \in \mathbb{R}^d$ we have

$$\alpha \cdot \partial^p_1 \partial^p_2 K(x,y)\beta = \langle \partial^p_2 K(\cdot,x)\alpha, \partial^p_2 K(\cdot,y)\beta \rangle_H$$

$$\leq \|\partial^p_2 K(\cdot,x)\alpha\|_H \|\partial^p_2 K(\cdot,y)\beta\|_H = \sqrt{\alpha \cdot \partial^p_1 \partial^p_2 K(x,x)\alpha} \sqrt{\beta \cdot \partial^p_1 \partial^p_2 K(y,y)\beta}.$$
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Define $v_n := K(\cdot, x_n)\alpha \in H$. It is the case that (i) $\|v_n\|_H^2 = \alpha \cdot K(x_n, x_n)\alpha$ is bounded, by the local boundedness of $K$, and (ii) $v_n(y) = K(y, x_n)\alpha \rightarrow K(y, x_0)\alpha$, for all $y \in \Omega$, by the continuity of $K$ in each of its variables. Since $v_n$ is bounded and it converges pointwise, by Corollary 2.8 it converges weakly to the same function: for any $u \in H$ we have $\langle K(\cdot, x_N)\alpha, u \rangle_H \rightarrow \langle K(\cdot, x_0)\alpha, u \rangle_H$, that is $\alpha \cdot u(x_n) \rightarrow \alpha \cdot u(x_0)$. Therefore $H \subset C(\Omega, \mathbb{R}^d)$ by the arbitrariness of $u$.

We now fix $|p|$ and assume that $H \subset C^{|p|}(\Omega, \mathbb{R}^d)$ and that for any multi-index $\sigma$ with $0 \leq |\sigma| \leq |p|$ we have $\partial_\sigma^p K(\cdot, x)\alpha \in H$ and $(\partial_\sigma^p K(\cdot, x)\alpha, u)_H = \langle \partial_\sigma^p K(\cdot, x)\alpha, u \rangle_H$, for all $u \in H$. So, for fixed $|p|$, assume that $p = (p_1, \ldots, p_m)$ and $q = p + e_\ell = (p_1, \ldots, p_\ell + 1, \ldots, p_m)$, for some $\ell \in \{1, \ldots, m\}$. Take an arbitrary $u \in H$ and a sequence $\{\varepsilon_n\}$ in $\mathbb{R}$, with $|\varepsilon_n| \rightarrow 0$. By (4), for all $x \in \Omega$ and $\alpha \in \mathbb{R}^d$ we have

\begin{equation}
\psi_n := \alpha \cdot \frac{\partial^p u(x + \varepsilon_n e_\ell) - \partial^p u(x)}{\varepsilon_n} = \frac{\partial_2^p K(\cdot, x + \varepsilon_n e_\ell)\alpha - \partial_2^p K(\cdot, x)\alpha}{\varepsilon_n}, u \rangle_H.
\end{equation}

For fixed $x \in \Omega$ and $\alpha \in \mathbb{R}^d$ the sequence of functions $\Delta_n(\cdot) := (\partial_2^p K(\cdot, x + \varepsilon_n e_\ell)\alpha - \partial_2^p K(\cdot, x)\alpha)/\varepsilon_n$ converges pointwise to $\partial_2^p K(\cdot, x)\alpha$. Again by (4),

$$\|\Delta_n\|^2_H = \frac{1}{\varepsilon_n^2} \left\{ \alpha \cdot \partial_1^p \partial_2^p K(x, x + \varepsilon_n e_\ell)\alpha + \alpha \cdot \partial_1^p \partial_2^p K(x, x)\alpha \right\},$$

which converges to $\alpha \cdot \partial_1^p \partial_2^p K(x, x)\alpha$ as $\varepsilon_n \rightarrow 0$, with $q$ as above. Therefore $\Delta_n$ is bounded in $H$. By Corollary 2.8 it converges weakly in $H$ to $\partial_2^p K(\cdot, x)\alpha$, which must be an element of $H$. Whence $\psi_n = \langle \Delta_n, u \rangle_H$ converges, i.e. the derivative $\partial^p u(x)$ exists and $\alpha \cdot \partial^p u(x) = \langle \partial_2^p K(\cdot, x)\alpha, u \rangle_H$.

To prove the continuity of $\partial^p u$, we proceed as in the case $|p| = 0$. Fix $x_0 \in \Omega \subset \mathbb{R}^m$ and let $\{x_n\}$ be a sequence in $\Omega$ with $x_n \rightarrow x_0$. Let $\alpha \in \mathbb{R}^d$ be arbitrary and define $w_n := \partial_2^p K(\cdot, x_n)\alpha \in H$. It is the case that (i) $\|w_n\|_H^2 = \alpha \cdot \partial_2^p \partial_2^p K(x_n, x_n)\alpha$ is a bounded sequence, by the local boundedness of $K$, and (ii) $w_n(y) = \partial_2^p K(y, x_n)\alpha \rightarrow \partial_2^p K(y, x_0)\alpha$, for all $y \in \Omega$, by the continuity of $\partial_2^p K$ in each of its variables. By Corollary 2.8, $w_n$ converges weakly to $\partial_2^p K(\cdot, x)\alpha$, i.e. for all $u \in H$ we have $\langle \partial_2^p K(\cdot, x_N)\alpha, u \rangle_H \rightarrow \langle \partial_2^p K(\cdot, x_0)\alpha, u \rangle_H$, or $\alpha \cdot \partial^p u(x_n) \rightarrow \alpha \cdot \partial^p u(x_0)$; whence $\partial^p u \in C(\Omega, \mathbb{R}^d)$. By the arbitrariness of $u$ and index $\ell$ we have $H \subset C^{|p|+1}(\Omega, \mathbb{R}^d)$. This concludes the induction.

Consider now the map $\iota : H \rightarrow C^s(\Omega, \mathbb{R}^d) : v \mapsto v$, let $\{v_n\}$ be a sequence in $H$ and assume that $(v_n, v_n) \rightarrow (u, v)$ in $H \times C^s(\Omega, \mathbb{R}^d)$. Since $v_n \rightarrow u$ in $H$
it converges to it pointwise (by Corollary 2.8) and since \( v_n \to v \) in \( C^s(\Omega, \mathbb{R}^d) \) it also converges to it pointwise: whence \( u = v \). So the graph of \( \iota \) is a closed subspace of \( H \times C^s(\Omega, \mathbb{R}^d) \), and by the Closed Graph Theorem [26] the map \( \iota \) is bounded. Whence the inclusion is continuous, i.e. \( H \hookrightarrow C^s(\Omega, \mathbb{R}^d) \).

- We have thus proven that (A \( \iff \) B). We now introduce the further assumption that \( K^a_x \in C^s_0(\Omega, \mathbb{R}^d) \). Let \( \{ u_n \} \) be a sequence in \( H_0 \) that converges, in the \( H \) norm, to an arbitrary \( u \in H \); therefore \( u_n \to u \) in \( H \). For any multi-index \( p \) such that \( 0 \leq |p| \leq s \) we have \( \langle \partial^p_{x} K(\cdot, x)\alpha, u_n \rangle_H \to \langle \partial^p_{x} K(\cdot, x)\alpha, u \rangle_H \) i.e. \( \alpha \cdot \partial^p u_n(x) \to \alpha \cdot \partial^p u(x) \). Therefore \( u_n \to u \) in the topology of \( C^s(\Omega, \mathbb{R}^d) \); but \( C^s_0(\Omega, \mathbb{R}^d) \) is closed in \( C^s(\Omega, \mathbb{R}^d) \), whence \( u \in C^s_0(\Omega, \mathbb{R}^d) \). In conclusion, \( H \hookrightarrow C^s_0(\Omega, \mathbb{R}^d) \).

**Example.** An example of non-degenerate, \( s \)-admissible RKHS that is used in applications [69] is the Sobolev space of vector fields \( H := W^{\ell,2}(\mathbb{R}^d, \mathbb{R}^d) = H^\ell(\mathbb{R}^d, \mathbb{R}^d) \) with the inner product:

\[
\langle u, v \rangle_H := \int_{\mathbb{R}^d} L u(x) \cdot v(x) \, dx = \int_{\mathbb{R}^d} \sum_{j=0}^{\ell} \binom{\ell}{j} \sigma^{2j} \sum_{|p| = j} \partial^p u \cdot \partial^p v \, dx.
\]

In (6) the differential operator \( L := (1 - \sigma^2 \Delta)^\ell \) (where \( \sigma > 0 \) is a scaling factor, \( \ell \geq 0 \) is an integer, and \( \Delta \) is the Laplace operator) is applied to each component of the vector field \( u = (u^1, \ldots, u^d) \); if \( \ell > s + d/2 \) then \( H \hookrightarrow C^s_0(\mathbb{R}^d, \mathbb{R}^d) \) by the Sobolev Embedding Theorem [26], i.e. \( H \) is \( s \)-admissible. Regarding its reproducing kernel, first note that for any \( u \in H \) and \( x, \alpha \in \mathbb{R}^d \) we must have

\[
\alpha \cdot u(x) = \langle K^\alpha_x, u \rangle_H = \int_{\mathbb{R}^d} K^\alpha_{x,y} \cdot L u(y) \, dy
\]

\[
= \int_{\mathbb{R}^d} (K(y, x)\alpha)^T L u(y) \, dy = \alpha \cdot \int_{\mathbb{R}^d} K(x, y) L u(y) \, dy,
\]

therefore \( u(x) = \int_{\mathbb{R}^d} K(x, y) L u(y) \, dy \) for all \( u \in H \). Since \( L \) is applied to each component of the vector field \( u \) (i.e. the differential operator does not mix the components of \( u \)) we must have \( K(x, y) = G(x, y) \I_d \), where \( G \) is the Green’s function of \( L \) and \( \I_d \) is the \( d \times d \) identity matrix. As reported in [33], since \( L = (1 - \sigma^2 \Delta)^\ell \) we have that \( K(x, y)\alpha = k(||x - y||_{\mathbb{R}^d})\I_d \), with

\[
k(r) = C(\sigma, d, \ell) \left( \frac{r}{\sigma} \right)^{\ell - \frac{d}{2}} K_{\ell - \frac{d}{2}} \left( \frac{r}{\sigma} \right), \quad r \geq 0,
\]

where \( C(\sigma, d, \ell) := \left( 2^{\ell + \frac{d}{2} - 1} \pi^\frac{d}{2} \Gamma(\ell) \sigma^d \right)^{-1} \) and \( K_v \), with \( v = \ell - \frac{d}{2} \), is a modified Bessel function [1] of order \( v \) (this should not be confused with the
symbol $K$ that we use for kernels). Kernels of the type $K(x, y) = k(\|x - y\|)I_d$ with $k$ given by (7) are in fact referred to as Bessel kernels.

We have just seen an example of a RKHS with a “scalar” kernel, in that $K$ is given by a scalar-valued function multiplied by the identity matrix. In the next section we shall explore a large class of (non-scalar) reproducing kernels, study their properties, and provide some significant examples.

### 3. Translation- and rotation-invariant metrics in RKHS

In the current and following sections we shall restrict our attention to RKHS whose kernel induces an inner product that is translation- and rotation-invariant; we shall call these TRI kernels. In this case it is natural to assume that $\Omega = \mathbb{R}^d$, so that the representer functions $K_x^\alpha(\cdot)$ are in fact vector fields in $\mathbb{R}^d$. From now on, unless otherwise specified, we shall assume that $d \geq 2$.

#### 3.1. TRI kernels

In $\Omega = \mathbb{R}^d$ we indicate the generic translation with the symbol $\tau : x \mapsto x + t$, for some fixed $t \in \mathbb{R}^d$, and the generic rotation with $\rho : x \mapsto Rx$, for some fixed $R \in O(d, \mathbb{R})$ (the orthogonal group over $\mathbb{R}$ of dimension $d$).

**Theorem 3.1** (translation invariance). Let $H$ be a RKHS with kernel $K : \Omega \times \Omega \rightarrow \mathbb{R}^{d \times d}$. The map $u \mapsto u \circ \tau$ is an isometry in $H$ for any translation $\tau$ if and only if there exists a function $k : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}$ such that $K(x, y) = k(x - y)$ for all $x, y \in \mathbb{R}^d$.

**Proof.** Assume first that $u \mapsto u \circ \tau$ is an isometry for all translations $\tau : x \mapsto x + t$. Let $f := K_x^\alpha$ and $g := K_y^\beta$; their product is $(f, g)_H = \alpha \cdot K(x, y)\beta$, while $(f \circ \tau, g \circ \tau)_H = \langle K(\cdot, x + t)\alpha, K(\cdot, y + t)\beta \rangle_H = \alpha \cdot K(x + t, y + t)\beta$. Therefore it must be the case that $K(x, y) = K(x + t, y + t)$ for all $x, y$ and $t \in \mathbb{R}^d$; in particular $K(x, y) = K(x - y, 0) = k(x - y)$ for all $x, y \in \mathbb{R}^d$, where $k(z) := K(z, 0)$, $z \in \mathbb{R}^d$. Conversely if $K(x, y) = k(x - y)$ for all $x, y \in \mathbb{R}^d$ then it must be the case that $(K_{x+t}^\alpha, K_{y+t}^\beta)_H = \alpha \cdot K(x + t, y + t)\beta = \alpha \cdot k(x + t - y - t)\beta = \alpha \cdot K(x, y)\beta = \langle K_x^\alpha, K_y^\beta \rangle_H$ for all $t \in \Omega$.

Defining the set $H_0 := \text{span}\{K_x^\alpha \mid x, \alpha \in \mathbb{R}^d\}$ we have proven that the linear map $T : H_0 \rightarrow H_0 : u \mapsto u \circ \tau$, with $\tau : x \mapsto x + t$, is an isometry in $H_0$ for arbitrary translations $\tau$.

This can be extended to an isometry $\overline{T}$ in $H$ as follows. If $u \in H$, let $\{u_n\}$ be a Cauchy sequence such that $u_n \rightarrow u$ in $H$ and therefore pointwise. The map $T$ is an isometry, whence $\{Tu_n\}$ is also Cauchy in $H_0$ and therefore it converges to some element of $H$ which we call $Tu$. If $\{u_n\}, \{v_n\}$ are Cauchy in $H_0$ and respectively converge to $u, v \in H$ then $(Tu, Tv)_H = (u_n, v_n)_H \rightarrow (u, v)_H$. Therefore $Tu \circ T \rightarrow u \circ v$ pointwise.
\[
\lim_n \langle T u_n, T v_n \rangle_{H_0} = \lim_n \langle u_n, v_n \rangle_{H_0} = \langle u, v \rangle_H \text{, so } T : H \to H \text{ is also an isometry. Finally,}
\]
\[
\alpha \cdot T u(x) = \langle K_x^\alpha, T u \rangle_H = \lim_n \langle K_x^\alpha, T u_n \rangle_{H_0} = \lim_n \alpha \cdot T u_n(x) = \lim_n \alpha \cdot u_n(x + t) = \alpha \cdot u(x + t),
\]
for all \( x, \alpha \in \mathbb{R}^d \), therefore \( T u = u \circ \tau \). This completes the proof. \( \square \)

We call a kernel with the properties described in Theorem 3.1 translation invariant; with a small abuse of terminology we shall also call \( k \) “kernel”.

We now introduce the following matrices in \( \mathbb{R}^{d \times d} \):

\[
(8) \quad \text{Pr}_x := \frac{xx^T}{\|x\|^2} \quad \text{and} \quad \text{Pr}_x^\perp := \mathbb{I}_d - \frac{xx^T}{\|x\|^2}, \quad x \in \mathbb{R}^d \setminus \{0\},
\]

which are, respectively, the projection operators onto vector \( x \) and onto the plane that is perpendicular to \( x \) (again, we indicate with \( \mathbb{I}_d \) the \( d \times d \) identity matrix). In (8) we have indicated with \( \|x\| \) the Euclidean norm of a point in \( \mathbb{R}^d \), as we shall do, for simplicity, throughout the rest of the paper. The following lemma does not require \( k \) to be the kernel of a RKHS.

**Lemma 3.2.** Let \( k : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) be a generic matrix-valued function. The following are equivalent:

i. for any \( x \in \mathbb{R}^d \) and \( R \in O(d, \mathbb{R}) \) it is the case that \( k(-x) = k(x)^T \) and

\[
(9) \quad k(R x) = R k(x) R^{-1};
\]

ii. there exist a scalar \( k_0 \in \mathbb{R} \) such that \( k(0) = k_0 \mathbb{I}_d \) and two scalar functions \( k_\parallel, k_\perp : \mathbb{R}^d \to \mathbb{R} \) such that for all \( x \in \mathbb{R}^d \), \( x \neq 0 \), we have

\[
(10) \quad k(x) = k_\parallel(\|x\|) \text{Pr}_x^\parallel + k_\perp(\|x\|) \text{Pr}_x^\perp.
\]

**Proof.** (i. \( \Rightarrow \) ii.) By choosing \( R = -\mathbb{I}_d \) in (9) we have \( k(x) = k(-x) \) for all \( x \in \mathbb{R}^d \); combining the latter with \( k(-x) = k(x)^T \) yields the symmetry \( k(x) = k(x)^T \). So \( k(x) \) can be diagonalized, i.e. there exist matrices \( U(x) \in O(d, \mathbb{R}) \) and \( \Sigma(x) = \text{diag}(\sigma_1(x), \ldots, \sigma_d(x)) \) such that \( k(x) U(x) = U(x) \Sigma(x) \). Since \( k(0) R = R k(0) \) for all \( R \in O(d, \mathbb{R}) \) by (9), we have \( k(0) = \Sigma(0) \) (diagonal matrix). If \( R \in O(d, \mathbb{R}) \) is such that \( R e_i = e_j \) (for fixed indices \( i \neq j \)) then

\[
\sigma_j(0) e_j = k(0) e_j = R k(0) e_j = R \sigma_i(0) e_i = \sigma_i(0) e_j \quad \text{so } \sigma_j(0) = \sigma_i(0)
\]

(all eigenvalues are the same). Therefore \( k(0) = k_0 \mathbb{I}_d \), for some \( k_0 \in \mathbb{R} \).

Now fix \( x \in \mathbb{R}^d \), \( x \neq 0 \), and \( R \in O(d, \mathbb{R}) \) such that \( R x = x \) and \( \dim \{ v \in \mathbb{R}^d | R v = v \} = 1 \). By (9) we have \( k(x) R = R k(x) \) for such
choice of $R$, so $R k(x)x = k(x)Rx = k(x)x$, i.e. both $k(x)x$ and $x$ are eigenvectors of $R$ with eigenvalue 1. Whence they $k(x)x = \lambda\|x\|x$ for some scalar $\lambda\|x\|$. Therefore $\lambda\|x\|$ is an eigenvalue of $k(x)$; without loss of generality we assume that $\sigma_1(x) = \lambda\|x\|$. We now claim that $\sigma_i(x) = \sigma_j(x)$ for $i, j \geq 2$. Denoting the orthonormal columns of $U(x)$, i.e. the eigenvectors of $k(x)$, with $u_1(x), \ldots, u_d(x)$, for any pair of indices $i, j \geq 2$ with $i \neq j$ there exists a matrix $R \in O(d, \mathbb{R})$ such that $x = Rx$ and $u_i(x) = Ru_j(x)$. By equation (9), $k(Rx)Ru_j(x) = Rk(Rx)u_j(x)$, whence $k(Rx)u_i(x) = Rk(Rx)u_j(x)$, that is $\sigma_i(x)u_i(x) = R\sigma_j(x)u_j(x) = \sigma_j(x)u_i(x)$; therefore $\sigma_i(x) = \sigma_j(x)$. So there is a scalar $\lambda\perp(x)$ such that $k(x)\beta = \lambda\perp(x)\beta$ for all vectors $\beta \perp x$.

We claim that $\lambda\parallel$ and $\lambda\perp$ only depend on $\|x\|$. For all $x \in \mathbb{R}^d$ and $R \in O(d, \mathbb{R})$ we have, by (9), that $k(Rx)x = k(x)x$, whence $\lambda\parallel(Rx)x = R\lambda\parallel(x)x$, i.e. $\lambda\parallel(Rx) = \lambda\parallel(x)$ for all $x$ and $R$, which implies that $\lambda\parallel(x) = k\parallel(\|x\|)$ for some $k\parallel : \mathbb{R}^+ \to \mathbb{R}$. Similarly for any $\alpha \in \mathbb{R}^d$ we have, again by (9), that $k(R\alpha)x = Rk(x)\alpha$; if $\alpha \perp x$ then also $R\alpha \perp Rx$, whence $\lambda\perp(Rx)\alpha = R\lambda\perp(x)\alpha$ and in fact $\lambda\parallel(Rx) = \lambda\parallel(x)$ for all $x$ and $R$. This again implies that $\lambda\perp(x) = k\perp(\|x\|)$ for some $k\perp : \mathbb{R}^+ \to \mathbb{R}$.

(ii. $\Rightarrow$ i.) The implication is obvious in the case $x = 0$. When $x \neq 0$, for any $R \in O(d, \mathbb{R})$ it is the case that $Pr\parallel_{Rx} = RPr\parallel_{x}R^{-1}$ and $Pr\perp_{Rx} = RPr\perp_{x}R^{-1}$, and we conclude immediately.

**Definition 3.3.** When a function $k : \mathbb{R}^d \to \mathbb{R}^{d \times d}$ may be written in the form (10), we call the functions $k\parallel, k\perp : \mathbb{R}^+ \to \mathbb{R}$ the coefficients of $k$.

**Corollary 3.4.** If the function $k : \mathbb{R}^d \to \mathbb{R}^{d \times d}$ is such that (10) holds, then for $x \neq 0$ the eigenvalues of $k(x)$ are $k\parallel(\|x\|)$, with multiplicity 1 and eigenvector $x$, and $k\perp(\|x\|)$, with multiplicity $d - 1$.

**Theorem 3.5** (rotation invariance). Let $H$ be a RKHS with a translation-invariant reproducing kernel, i.e. $K(x, y) = k(x - y)$ for all $x, y \in \mathbb{R}^d$. The map $v \mapsto \rho v \circ \rho^{-1}$ is an isometry in $H$ for any rotation $\rho : x \mapsto Rx$, with $R \in O(d, \mathbb{R})$, if and only if (9) holds for all $R \in O(d, \mathbb{R})$.

**Proof.** Assume that $v \mapsto \rho v \circ \rho^{-1}$ is an isometry in $H$ for any rotation $\rho : x \mapsto Rx$, with $R \in O(d, \mathbb{R})$. For fixed $x, y, \alpha, \beta \in \mathbb{R}^d$ and $R \in O(d, \mathbb{R})$, define the functions $f := R^{-1}K_{Rx}^{R\alpha} \circ R$ and $g := K_{y}^{R\beta} \in H$; then we have

$$\langle f, g \rangle_H = \langle R^{-1}K(R \cdot, Rx)R\alpha, K(\cdot, y)\beta \rangle_H = \beta^TR^{-1}K(Ry, Rx)R\alpha,$$

by the reproducing property of the second factor. But for all $\alpha, \beta \in \mathbb{R}^d$ this must be equal to
\[
\langle Rf \circ R^{-1}, Rg \circ R^{-1} \rangle_H = \langle K(\cdot, Rx)R\alpha, RK(R^{-1}\cdot, y)\beta \rangle_H
\]

\[
= (R\alpha)^T RK(R^{-1}Rx, y)\beta = \alpha^T K(x, y)\beta = \beta^T K(x, y)^T \alpha = \beta^T K(y, x)\alpha
\]

in (\ast) we have used the reproducing property of the first factor. Whence we have

\[
R^{-1}K(Ry, Rx) = K(y, x)
\]

for all \(x, y \in \mathbb{R}^d\) and \(R \in O(d, \mathbb{R})\), and (9) follows from translation invariance (Proposition 3.1).

Now assume that (9) holds for all \(R \in O(d, \mathbb{R})\). Take \(f := K_\alpha x\) and \(g := K_\beta y\), for arbitrary points \(x, y\) and and vectors \(\alpha, \beta\). For any \(R \in O(d, \mathbb{R})\) we have \((Rf \circ R^{-1})(\cdot) = RK(R^{-1}\cdot - x)\alpha = RK(R^{-1}(-Rx))\alpha = k(-Rx)R\alpha\) by (9), and a similar expression holds for \(Rg \circ R^{-1}\); therefore

\[
\langle Rf \circ R^{-1}, Rg \circ R^{-1} \rangle_H = \langle k(\cdot - Rx)R\alpha, k(\cdot - Ry)R\beta \rangle_H
\]

\[
= \beta^T R^T k(R(y - x))R\alpha = \beta^T R^T k(y - x)\alpha
\]

\[
= \beta^T k(y - x)\alpha = \langle k(\cdot - x)\alpha, k(\cdot - y)\beta \rangle_H = \langle f, g \rangle_H,
\]

where we have used (9) in (\ast\ast). Whence rotations are isometries \(H_0 = \text{span}\{K_\alpha | x, \alpha \in \mathbb{R}^d\}\). An argument that is in all similar to the last part of the proof of Theorem 3.1 can be employed to prove that the rotations \(\rho : x \mapsto Rx, \text{ with } R \in O(d, \mathbb{R})\), are in fact isometries on all of \(H = \overline{H}_0\).

Note that by “rotations” we intend all the elements of \(O(d, \mathbb{R})\) and not just the special orthogonal group \(SO(d, \mathbb{R})\); therefore we also include e.g. all permutations of the coordinates and reflections. By Definition 2.5, translation-invariant kernels \(K(x, y) = k(x - y)\) have the property that \(k(-x) = k(x)^T\) for all \(x \in \mathbb{R}^d\), whence they may be written in the form (10).

**Definition 3.6** (TRI kernels). The kernels of RKHS with translation- and rotation-invariant inner products, that may therefore be written in the form (10), are called TRI kernels.

Not all matrix-valued functions \(k\) of the form (10) are positive definite, i.e. kernels. In the next section we will characterize the functions \((k^\parallel, k^\perp)\) that give rise to TRI kernels, and later in the paper we shall provide a method to construct such coefficients. Introducing the auxiliary function

\[
(11) \quad \tilde{k}(r) := \frac{k^\parallel(r) - k^\perp(r)}{r^2}, \quad r > 0
\]

we may write the generic element of a matrix-valued function \(k = (k_{ij})_{i,j=1,...,d}\) of the type (10) as follows, for \(x \neq 0\):
If \( k(0) = k_0 I_d \) we may define \( k^\parallel \) and \( k^\perp \) at zero by setting \( k^\parallel(0) = k^\parallel(0) = k_0 \); in fact, when \( k \) is continuous, \( \lim_{r \to 0^+} k^\parallel(r) = \lim_{r \to 0^+} k^\perp(r) = k_0 \), thus this choice is justified.

The result that follows states a property of TRI kernels that is a generalization of a well-known property of scalar-valued positive definite functions.

**Proposition 3.7.** Let \( H \) be a RKHS with a TRI kernel \( k \). Its coefficients \( k^\parallel \), \( k^\perp \) and the number \( k_0 \), introduced in Lemma 3.2, have the properties: \( k_0 \geq 0 \), \( k_0 \geq |k^\parallel(r)| \) and \( k_0 \geq |k^\perp(r)| \) for all \( r > 0 \). If \( H \) is non-degenerate then such inequalities are strict.

**Proof.** By Proposition 2.4, when expression (10) holds we must have, for all \( N \in \mathbb{N} \), points \( x_1, \ldots, x_N \in \mathbb{R}^d \) and vectors \( \alpha_1, \ldots, \alpha_N \in \mathbb{R}^d \),

\[
2 \sum_{1 \leq a < b \leq N} \{ k^\parallel(\|x_a - x_b\|) \alpha_a^T \text{Pr}^\parallel(x_a - x_b) \alpha_b + k^\perp(\|x_a - x_b\|) \alpha_a^T \text{Pr}^\perp(x_a - x_b) \alpha_b \} + k_0 \sum_{a=1}^N \|\alpha_a\|^2 \geq 0.
\]

For now we shall not assume the non-degeneracy of \( H \). By choosing \( N = 1 \) we have \( k_0 \|\alpha_1\|^2 \geq 0 \) for all \( \alpha_1 \in \mathbb{R}^d \); therefore \( k_0 \geq 0 \). We now fix \( N = 2 \). If we take \( \alpha_1 = \alpha_2 \perp (x_1 - x_2) \) then the above expression yields \( 2[k^\perp(\|x_1 - x_2\|) + k_0] \|\alpha_1\|^2 \geq 0 \) for all \( x_1 \neq x_2 \) and \( \alpha_1 \), so that \( k_0 \geq -k^\perp(r) \) for all \( r > 0 \); similarly, if we take \( \alpha_1 = -\alpha_2 \perp (x_1 - x_2) \) then we get \( 2[-k^\perp(\|x_1 - x_2\|) + k_0] \|\alpha_1\|^2 \geq 0 \) for all \( x_1 \neq x_2 \) and \( \alpha_1 \), which implies \( k_0 \geq k^\perp(r) \) for all \( r > 0 \). Combining the two results yields \( k_0 \geq |k^\perp(r)| \). To prove that \( k_0 \geq |k^\parallel(r)| \) one follows an analogous argument, by choosing \( \alpha_1 = \alpha_2 \) parallel to \( (x_1 - x_2) \) first, and \( \alpha_1 = -\alpha_2 \) parallel to \( (x_1 - x_2) \) later. It is immediate to see that when \( H \) is non-degenerate the inequalities (\( \geq \)) become strict (\( > \)).

**Remark.** So far in this section we have not made any assumption of regularity. For now we shall limit ourselves to observing that if \( H \) is a RKHS with a translation-invariant kernel \( k \) and we also have \( H \hookrightarrow C^\alpha(\Omega, \mathbb{R}^d) \), then by Theorem 2.11 it is the case that \( k \in C^{2\alpha}(\Omega, \mathbb{R}^{d \times d}) \); that is, the kernel is “twice as smooth” as the functions of the space \( C^\alpha(\Omega, \mathbb{R}^d) \) into which \( H \) is embedded. Also, since \( \partial^q \partial^q K(\cdot, x)\alpha = (-1)^{|q|} \partial^q k(\cdot - x)\alpha \) and
\[ \partial_p^p \partial_q^q K(\cdot, x) \alpha = (-1)^{|p|} \partial_p^p q(\cdot - x) \alpha, \] property (4) implies that

\[ \alpha \cdot \partial_p^p q(x - y) \beta = (-1)^{|p|} \langle \partial_p^p q(\cdot - x) \alpha, \partial_p^p q(\cdot - y) \beta \rangle_H, \]

for all \( x, y, \alpha, \beta \in \mathbb{R}^d \) and multi-indices \( p \) and \( q \) with \( 0 \leq |p| \leq s, 0 \leq |q| \leq s \).

### 3.2. Characterization of TRI kernels

We shall now find conditions on \( k^\parallel \) and \( k^\perp \) for a function \( k \) for the type (10) to be positive definite, whence a kernel. The following auxiliary result does not require \( k \) to be of the type (10).

**Theorem 3.8** (Bochner’s theorem). Consider a matrix-valued function \( k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \), such that its Fourier transform \( \hat{k} \) is also in \( L^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \). Then \( K(x, y) := k(x - y) \) is positive definite if and only if \( \hat{k}(\xi) \) is a self-adjoint positive definite matrix for all \( \xi \in \mathbb{R}^d \).

The classical version of the above theorem holds for \( d = 1 \) and states that a function is positive definite if and only if its Fourier transform is non-negative [10]. The proof of Theorem 3.8 is reported in Appendix B, and the result can be extended to \( L^2 \) functions with the usual density arguments [64].

In the particular case \( k^\parallel = k^\perp = k \) we have the class of kernels that are simply referred to as scalar: \( k(x) = k(\|x\|)I_d, x \in \mathbb{R}^d \). In such a case positive definiteness (Definition 2.3) is obviously equivalent to the following: for arbitrary \( N \in \mathbb{N}, x_1, \ldots, x_N \in \mathbb{R}^d \) and \( r_1, \ldots, r_N \in \mathbb{R} \),

\[ \sum_{a, b=1}^N r_ar_b k(\|x_a - x_b\|) \geq 0; \]

whence the scalar-valued function \( k(\|\cdot\|) \) must be positive definite; to apply Bochner’s theorem we must compute its Fourier transform. We shall employ the next proposition (see Appendix C for a simple proof).

**Theorem 3.9.** If \( f \in L^1(\mathbb{R}^d) \) is a radial function, i.e. \( f(x) = g(\|x\|) \) for some \( g: \mathbb{R}^+ \to \mathbb{R} \), then so is its Fourier transform \( \hat{f} \). It is in fact that case that \( \hat{f}(\xi) = G(\|\xi\|) \) with

\[ G(g) = \frac{2\pi}{\varrho^\mu} \int_{0}^{\infty} r^{\mu+1} g(r) J_\mu(2\pi \varrho r) \, dr, \quad \varrho > 0, \]

where \( \mu := \frac{d}{2} - 1 \).
We remind the reader that the Hankel transform [12, 53, 63] of order $\nu$ of a function $f : \mathbb{R}^+ \to \mathbb{R}$ is defined as $\mathcal{H}_\nu[f](\varrho) := \int_0^\infty r f(r) J_\nu(\varrho r) \, dr$, where $J_\nu$ is the Bessel function of the first kind [1] of order $\nu$ (references [20, 23, 52] provide tables of Hankel transforms); in Appendix A we list relevant properties of $J_\nu$ that we will be using throughout the rest of the paper. Here we note that if the function $f : \mathbb{R}^d \to \mathbb{R}$ is radial, i.e. $f(x) = g(\|x\|)$ for some $g : \mathbb{R}^+ \to \mathbb{R}$, then

$$\int_{\mathbb{R}^d} |f(x)|^p \, dx = \sigma(S^{d-1}) \int_0^\infty |g(r)|^p r^{d-1} \, dr,$$

where $\sigma(S^n)$ is the surface area of the unit $n$-sphere; therefore $f \in L^p(\mathbb{R}^d)$ if and only if $g \in L^p(\mathbb{R}^+, r^{d-1})$, i.e. $g$ is $p$th-power integrable with respect to the measure $r^{d-1} \, dr$.

An immediate consequence of the above proposition and of Bochner’s theorem is that a scalar kernel $k(\cdot) = k(\|\cdot\|) I_d \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$ is positive definite if and only if the function

$$(15) \quad h(\varrho) := \frac{2\pi}{\varrho^\mu} \int_0^\infty r^{\mu+1} k(r) J_\mu(2\pi \varrho r) \, dr, \quad \text{defined for } \varrho > 0,$$

is nonnegative, where we have set $\mu := \frac{d}{2} - 1$. Also, we will have that $\hat{k}(\xi) = h(\|\xi\|) I_d$, with $\xi \in \mathbb{R}^d$. We should note that if $k$ is in $L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$ then the function $h$ is (uniformly) continuous and vanishes at infinity, by the well-known properties of Fourier transforms [26, 64]. Also, by applying Hankel’s integral formula (73) in Appendix A to (15), it is immediate to verify that

$$(16) \quad k(r) = \frac{2\pi}{r^\mu} \int_0^\infty \varrho^{\mu+1} h(\varrho) J_\mu(2\pi \varrho r) \, d\varrho, \quad r > 0,$$

i.e. the map $L^1(\mathbb{R}^+, r^{d-1}) \to C_0(\mathbb{R}^+) : k \mapsto h$ given by formula (15) is in fact an involution (it is equal to its inverse, when inversion makes sense); here we have used the symbol $C_0(\mathbb{R}^+)$ to indicate the set of real-valued continuous functions defined on $\mathbb{R}^+$ that vanish at $+\infty$.

**Examples of scalar kernels.** For a fixed $\sigma > 0$, three scalar kernels $k(x) = k(\|x\|) I_d$, $x \in \mathbb{R}^d$, that are popular in applications are the following:

*Gaussian kernels:*

$$(17) \quad k(r) = \exp \left( -\frac{1}{2} \frac{r^2}{\sigma^2} \right), \quad h(\varrho) = (2\pi \sigma^2)^{\mu+1} e^{-2\pi^2 \sigma^2 \varrho^2};$$
Cauchy kernels:

\[ k(r) = \frac{1}{1 + r^2/\sigma^2}, \quad h(\varrho) = 2\pi\sigma^2\left(\frac{\sigma}{\varrho}\right)\mu K_\mu(2\pi\sigma \varrho); \quad (18) \]

Bessel kernels:

\[ k(r) = C(\sigma, d, \ell) \left(\frac{r}{\sigma}\right)^{\frac{t-d}{2}} K_\ell \left(\frac{r}{\sigma}\right), \quad h(\varrho) = \frac{1}{(1 + 4\sigma^2\pi^2\varrho^2)^\ell}, \quad (19) \]

where \( K_\nu \) is a modified Bessel function of order \( \nu \). In cases (17) and (18), we have \( \mu = d/2 - 1 \) and the functions \( h \) defined by (15) are computed using [52, §1.5.9] and [52, §1.4.13], respectively. In (19), which we had already seen at the end of section 2, \( C(\sigma, d, \ell) := (2^\ell + \frac{d}{2} - 1)\pi^{-\frac{d}{2}}\Gamma(\ell)\sigma^d)^{-1} \), with \( \ell \geq s + d/2 \) (for the RKHS to be s-admissible). To compute \( h \) in (19) we observe that since \( k(\| \cdot \|) \) is the Green's function of the differential operator \( L = (1 - \sigma^2 \Delta)^\ell \), then its Fourier transform \( h(\| \cdot \|) \) is \( 1/\hat{L} \); here \( \hat{L}(\xi) = (1 + 4\sigma^2\pi^2\|\xi\|^2)^\ell \), \( \xi \in \mathbb{R}^d \), is the Fourier transform of \( L \), intended as a distribution. Note that in all three cases above we have \( h \geq 0 \). We refer the reader to [69] for further examples and techniques to build scalar kernels.

To generalize the above result we first compute the Fourier transform of matrix-valued functions \( k \) of the type (10), that are not necessarily kernels. First note that for all \( R \in O(d, \mathbb{R}) \) we have

\[ \hat{k}(R\xi) = \int_{\mathbb{R}^d} k(x) e^{-2\pi i x \cdot R\xi} \, dx = \int_{\mathbb{R}^d} k(Ry) e^{-2\pi iy \cdot \xi} \, dy \]

\[ \overset{(*)}{=} \int_{\mathbb{R}^d} R k(y) R^T e^{-2\pi iy \cdot \xi} \, dy = R \hat{k}(\xi) R^T; \]

in \((*)\) we have used the property (9), which therefore also holds for \( \hat{k} \). Whence we may write \( \hat{k} \) as

\[ \hat{k}(\xi) = h^\parallel(\|\xi\|) \Pr^\parallel_{\xi} + h^\perp(\|\xi\|) \Pr^\perp_{\xi}, \quad \xi \in \mathbb{R}^d \setminus \{0\}, \quad (20) \]

for some functions \( h^\parallel, h^\perp : \mathbb{R}^+ \rightarrow \mathbb{R} \), by Lemma 3.2. When \( k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \) is of the type (10) we have that the coefficients \( k^\parallel, k^\perp \) are in \( L^1(\mathbb{R}^+, r^{d-1}) \) whereas, once again by the properties of Fourier transforms, the functions \( h^\parallel \) and \( h^\perp \) are continuous and vanish at infinity.

**Definition 3.10.** We call the functions \( h^\parallel, h^\perp : \mathbb{R}^+ \rightarrow \mathbb{R} \) in expression (20) the coefficients of \( \hat{k} \).
The above definition is in line with Definition 3.3; while this may be a bit redundant, we want to associate the symbols \((k\|, k\perp)\) with \(k\) and \((h\|, h\perp)\) with its Fourier transform \(\hat{k}\). The coefficients of \(\hat{k}\) are expressed in terms of those of \(k\) by the following result, which generalizes formula (15).

**Theorem 3.11.** Consider a function \(k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})\) of the type (10). Its Fourier transform \(\hat{k}\) is a matrix-valued function of the form (20), where \(h\|, h\perp : \mathbb{R}^+ \to \mathbb{R}\) are the scalar functions:

\[
\begin{align*}
\hat{k}(\|x\|) &= \frac{2\pi}{\partial^\mu} \int_0^\infty r^{\mu+1} k\| (r) J_\mu(2\pi gr) dr \\
&\quad - \frac{2\mu + 1}{\partial^{\mu+1}} \int_0^\infty r^\mu (k\| (r) - k\perp (r)) J_{\mu + 1}(2\pi gr) dr, \\
\hat{k}(\perp x) &= \frac{2\pi}{\partial^\mu} \int_0^\infty r^{\mu+1} k\perp (r) J_\mu(2\pi gr) dr \\
&\quad + \frac{1}{\partial^{\mu+1}} \int_0^\infty r^\mu (k\| (r) - k\perp (r)) J_{\mu + 1}(2\pi gr) dr,
\end{align*}
\]

both defined for \(\rho > 0\), where \(\mu := \frac{d}{2} - 1\).

**Proof.** Define \(\tilde{k}\) as in (11). The Fourier transform of the element (12) of \(k\) is

\[
\tilde{F}(\xi) = \int_{\mathbb{R}^d} k_{j\ell}(x) e^{-2\pi i x \xi} dx \\
= \int_{\mathbb{R}^d} \tilde{k}(** x **) x_j x_\ell e^{-2\pi i x \xi} dx + \delta_{j\ell} \int_{\mathbb{R}^d} k\perp (** x **) e^{-2\pi i x \xi} dx \\
= -\frac{1}{(2\pi)^2} \frac{\partial^2}{\partial \xi_\ell \partial \xi_j} \tilde{F}(\xi) + \delta_{j\ell} \tilde{F}_\perp(\xi), \quad \xi \in \mathbb{R}^d,
\]

where \(\tilde{F}, \tilde{F}_\perp : \mathbb{R}^d \to \mathbb{C}\) are, respectively, the Fourier transforms of \(\tilde{k}(**)\) and \(k\perp (**)\). It is convenient at this point to introduce the auxiliary function \(J_\nu(\xi) := z^{-\nu} J_\nu(z)\), which has the property \(\frac{d}{dz} J_\nu(z) = -z J_{\nu + 1}(z)\) (see [1, §9.1.30]). By Theorem 3.9 we have

\[
\tilde{F}(\xi) = \frac{2\pi}{\|\xi\|} \int_0^\infty r^{\mu+1} \tilde{k} (r) J_\mu(2\pi r ||\xi||) dr = (2\pi)^{\mu+1} \int_0^\infty r^{2\mu+1} \tilde{k} (r) J_{\mu + 1}(2\pi r ||\xi||) dr,
\]
so that
\[
\frac{\partial \tilde{F}}{\partial \xi_j}(\xi) = (2\pi)^{\mu+2} \frac{\xi_j}{\|\xi\|} \int_0^\infty r^{2\mu+2} \tilde{k}(r) \tilde{J}_{\mu}(2\pi r \|\xi\|) \, dr
\]
\[
= -(2\pi)^{\mu+3} \xi_j \int_0^\infty r^{2\mu+3} \tilde{k}(r) \tilde{J}_{\mu+1}(2\pi r \|\xi\|) \, dr.
\]
Therefore the second partial derivatives of \( \tilde{F} \) are given by:
\[
\frac{\partial^2 \tilde{F}}{\partial \xi_\ell \partial \xi_j}(\xi) = -\delta_{j\ell} (2\pi)^{\mu+3} \int_0^\infty r^{2\mu+3} \tilde{k}(r) \tilde{J}_{\mu+1}(2\pi r \|\xi\|) \, dr
\]
\[
+ (2\pi)^{\mu+5} \frac{\xi_j \xi_\ell}{\|\xi\|^2} \int_0^\infty r^{\mu+5} \tilde{k}(r) \tilde{J}_{\mu+2}(2\pi r \|\xi\|) \, dr,
\]
which, inserting \( \tilde{J}_\nu(z) = z^{-\nu}J_\nu(z) \), may be rewritten as
\[
\frac{\partial^2 \tilde{F}}{\partial \xi_\ell \partial \xi_j}(\xi) = -\delta_{j\ell} \frac{(2\pi)^2}{\|\xi\|^{\mu+1}} \int_0^\infty r^{\mu+2} \tilde{k}(r) J_{\mu+1}(2\pi r \|\xi\|) \, dr
\]
\[
+ (2\pi)^3 \frac{\xi_j \xi_\ell}{\|\xi\|^2} \int_0^\infty r^{\mu+3} \tilde{k}(r) J_{\mu+2}(2\pi r \|\xi\|) \, dr.
\]
Computing \( F^\perp \) via Proposition 3.9 and inserting it into (22) yields:
\[
\hat{k}_{j\ell}(\xi) = C(\|\xi\|) \frac{\xi_j \xi_\ell}{\|\xi\|^2} + D(\|\xi\|) \delta_{j\ell}
\]
\[
= \left( C(\|\xi\|) + D(\|\xi\|) \right) \frac{\xi_j \xi_\ell}{\|\xi\|^2} + D(\|\xi\|) \left( \delta_{j\ell} - \frac{\xi_j \xi_\ell}{\|\xi\|^2} \right),
\]
with \( C(\varrho) := -\frac{2\pi}{\varrho^{\mu}} \int_0^\infty r^{\mu+3} \tilde{k}(r) J_{\mu+2}(2\pi r \varrho) \, dr \), and \( D(\varrho) := \kappa(\varrho) \), i.e. ex-
expression (21b). Finally,

\[
C(\varrho) + D(\varrho) = -\frac{2\pi}{\varrho^\mu} \int_0^\infty r^{\mu+1} (k^\parallel(r) - k^\perp(r)) \left\{ \frac{2(\mu+1)}{2\pi r^\varrho} J_{\mu+1}(2\pi r^\varrho) - J_\mu(2\pi r^\varrho) \right\} dr
\]

\[
+ \frac{2\pi}{\varrho^\mu} \int_0^\infty r^{\mu+1} k^\parallel(r) J_\mu(2\pi r^\varrho) dr + \frac{1}{\varrho^{\mu+1}} \int_0^\infty r^\mu (k^\parallel(r) - k^\perp(r)) J_{\mu+1}(2\pi r^\varrho) dr
\]

\[
= \frac{2\pi}{\varrho^\mu} \int_0^\infty r^{\mu+1} k^\parallel(r) J_\mu(2\pi r^\varrho) dr - \frac{2\mu + 1}{\varrho^{\mu+1}} \int_0^\infty r^\mu (k^\parallel(r) - k^\perp(r)) J_{\mu+1}(2\pi r^\varrho) dr,
\]

which is \(h^\parallel(\varrho)\) by (21a); in (**) we have used the property (74), reported in Appendix A, of Bessel functions of the first kind. Rewriting equation (23) in matrix form using definitions (8) completes the proof.

**Corollary 3.12.** Under the assumptions of Theorem 3.11, by Bochner’s theorem we have that \(k\) is positive definite, i.e. it is a kernel, if and only if \(h^\parallel\) and \(h^\perp\) are nonnegative functions.

As we said above, formulae (21a) and (21b) generalize (15): in fact the three coincide when \(k^\parallel = k^\perp\), i.e. for scalar kernels, in which case we also have \(h^\parallel = h^\perp\). By the form of equation (20), we have that, for a fixed \(\xi \in \mathbb{R}^d \setminus \{0\}\), the numbers \(h^\parallel(||\xi||)\) and \(h^\perp(||\xi||)\) are the eigenvalues of the matrix \(\hat{k}(\xi)\); the former has multiplicity 1 and eigenvector \(\xi\), while the latter has multiplicity \(d - 1\). While the Fourier transform of a kernel \(k\) may be written in the form (20) it is not itself a “kernel”, in that it is not positive definite (but just the Fourier transform of a positive definite function).

The two functions \(h^\parallel\) and \(h^\perp\) may be expressed in terms of Hankel transforms, as it is the case for formula (15) in the scalar case. In fact in the examples that we shall work out we will write:

\[
(24) \quad h^\parallel(\varrho) = \frac{2\pi}{\varrho^\mu} H^\parallel(2\pi \varrho), \quad \text{and} \quad h^\perp(\varrho) = \frac{2\pi}{\varrho^\mu} H^\perp(2\pi \varrho),
\]

where:

\[
(25a) \quad H^\parallel(\varrho) := \int_0^\infty r^{\mu+1} k^\parallel(r) J_\mu(\varrho r) dr - \frac{2\mu + 1}{\varrho^{\mu+1}} \int_0^\infty r^\mu \tilde{k}(r) J_{\mu+1}(\varrho r) dr,
\]

\[
(25b) \quad H^\perp(\varrho) := \int_0^\infty r^{\mu+1} k^\perp(r) J_\mu(\varrho r) dr + \frac{1}{\varrho^{\mu+1}} \int_0^\infty r^\mu \tilde{k}(r) J_{\mu+1}(\varrho r) dr.
\]

The following proposition, proven in Appendix B, ensures that for any given TRI kernel \(k\) we have that as long as either \(h^\parallel\) or \(h^\perp\) are strictly
positive somewhere (i.e. we are not dealing with the trivial case \( k = 0 \)) the corresponding RKHS is in fact non-degenerate (see Definition 2.2).

**Proposition 3.13.** Let \( k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \) be a TRI kernel such that \( \hat{k} \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \). Then \( k \) is strictly positive definite if and only if there exists \( r_0 > 0 \) such that either \( h^\parallel(r_0) > 0 \) or \( h^\perp(r_0) > 0 \).

**A non-example: Gaussian** \( k^\parallel \) and \( k^\perp \). One may ask whether we can construct a positive definite translation- and rotation-invariant kernel \( k \) of the type (10) with coefficients given by \( k^\parallel(r) = \exp(-\frac{1}{2} r^2 / \sigma_1^2) \) and \( k^\perp(r) = \exp(-\frac{1}{2} r^2 / \sigma_2^2) \), where \( \sigma_1 > 0 \) and \( \sigma_2 > 0 \). The answer is that a kernel of this type is positive definite if and only if \( \sigma_1 = \sigma_2 =: \sigma \), which makes it of the form \( k(x) = \exp(-\frac{1}{2} \|x\|^2 / \sigma^2) \mathbb{I}_d \), \( x \in \mathbb{R}^d \), i.e. scalar and of the type (17).

To see this, we compute \( h^\parallel \), \( h^\perp \) and impose their nonnegativity.

We shall use the following Hankel transforms [52, §1.5.9 & §1.5.10]:

\[
\begin{align*}
(26) & \quad \int_0^\infty r^{\nu+1} e^{-cr^2} J_\nu(qr) \, dr = \frac{q^{\nu}}{(2c)^{\nu+1}} \exp\left(-\frac{q^2}{4c}\right), \quad \text{for } \Re \nu > -1, \Re c > 0, \\
(27) & \quad \int_0^\infty r^{\nu-1} e^{-c r^2} J_\nu(qr) \, dr = \frac{q^{\nu-1}}{(2c)^{\nu}} \gamma\left(\nu, \frac{q^2}{4c}\right), \quad \text{for } \Re \nu > 0, \Re c > 0,
\end{align*}
\]

where \( \gamma(\nu, x) := \int_0^x e^{-t} t^{\nu-1} dt, \Re \nu > 0 \), is the lower incomplete gamma function [1, §6.5.2]. Therefore when the coefficients are \( k^\parallel(r) = \exp(-\frac{1}{2} r^2 / \sigma_1^2) \) and \( k^\perp(r) = \exp(-\frac{1}{2} r^2 / \sigma_2^2) \) the expressions (25a) and (25b) become

\[
H^\parallel(\varrho) = (\sigma_1^2 \mu + 1) \gamma(\mu, \frac{\varrho^2}{2}) + 2 \gamma(\nu, \frac{\varrho^2}{4c}) \gamma(\mu + 1, \frac{\varrho^2}{4c}) - \gamma(\mu + 1, \frac{\varrho^2}{2}) - \gamma(\nu, \frac{\varrho^2}{4c}),
\]

\[
H^\perp(\varrho) = (\sigma_2^2 \mu + 1) \gamma(\mu, \frac{\varrho^2}{2}) + 2 \gamma(\nu, \frac{\varrho^2}{4c}) \gamma(\mu + 1, \frac{\varrho^2}{4c}) - \gamma(\mu + 1, \frac{\varrho^2}{2}) - \gamma(\nu, \frac{\varrho^2}{4c}).
\]

Using formulae (24) and introducing for later convenience the upper incomplete gamma function \( \Gamma(\nu, x) := \Gamma(\nu) - \gamma(\nu, x) = \int_x^\infty e^{-t} t^{\nu-1} dt, \Re \nu > 0 \) (see [1, §6.5.3]), we finally get:

\[
(28a) \quad h^\parallel(\varrho) = (2 \pi \sigma_1^2)^{\mu+1} \exp(-2 \pi^2 \sigma_1^2 \varrho^2) \]

\[
- \frac{2 \mu + 1}{2 \pi^2 \sigma_1^2 \varrho^2 + 2 \pi^2 \sigma_1^2 \varrho^2} \left[ \Gamma(\mu + 1, 2 \pi^2 \sigma_1^2 \varrho^2) - \Gamma(\mu + 1, 2 \pi^2 \sigma_1^2 \varrho^2) \right],
\]

\[
(28b) \quad h^\perp(\varrho) = (2 \pi \sigma_2^2)^{\mu+1} \exp(-2 \pi^2 \sigma_2^2 \varrho^2) \]

\[
+ \frac{1}{2 \pi^2 \sigma_2^2 \varrho^2 + 2 \pi^2 \sigma_2^2 \varrho^2} \left[ \Gamma(\mu + 1, 2 \pi^2 \sigma_2^2 \varrho^2) - \Gamma(\mu + 1, 2 \pi^2 \sigma_2^2 \varrho^2) \right].
\]

We first consider the case \( d = 2 \) (i.e. \( \mu = 0 \)) since it is particularly simple. In fact \( \Gamma(1, x) = e^{-x} \) and elementary manipulations lead to the following
expressions for \( h^\parallel \) and \( h^\perp \):

\[
\begin{align*}
    h^\parallel (\varrho) &= \frac{1}{2\pi \varrho^4} \left( (4\pi^2 \sigma_1^2 \varrho^2 + 1) \exp(-2\sigma_1^2 \pi^2 \varrho^2) - \exp(-2\sigma_2^2 \pi^2 \varrho^2) \right), \\
    h^\perp (\varrho) &= \frac{1}{2\pi \varrho^4} \left( (4\pi^2 \sigma_2^2 \varrho^2 + 1) \exp(-2\sigma_2^2 \pi^2 \varrho^2) - \exp(-2\sigma_1^2 \pi^2 \varrho^2) \right),
\end{align*}
\]

i.e. each is obtained from the other by exchanging \( \sigma_1 \) and \( \sigma_2 \). The condition \( h^\parallel \geq 0 \) is equivalent to

\[
(29) \quad 4\pi^2 \sigma_1^2 \varrho^2 + 1 \geq \exp(2\pi^2 (\sigma_1^2 - \sigma_2^2) \varrho^2) \quad \text{for all } \varrho \geq 0.
\]

This is certainly true if \( \sigma_1 \leq \sigma_2 \) (in which case the graph of the function of \( \varrho \) on the right-hand side of the above inequality is a Gaussian curve); in fact this is also necessary for (29) to hold, since if \( \sigma_1 > \sigma_2 \) then the condition breaks down for large values of \( \varrho \). Similarly, \( h^\perp \geq 0 \) if and only if \( \sigma_2 \leq \sigma_1 \), so the functions \( h^\parallel \) and \( h^\perp \) are both nonnegative if and only if \( \sigma_1 = \sigma_2 \).

To prove that this is also true in higher dimensions (\( d > 2 \), or \( \mu > 0 \)) we rewrite (28a) as follows:

\[
h^\parallel (\varrho) = (2\pi \sigma_1^2)^{\mu+1} \exp(-2\pi^2 \sigma_1^2 \varrho^2) - \frac{2\mu + 1}{2} \pi^{\mu+1} \int_{2\sigma_2^2}^{2\sigma_1^2} \tau^\mu e^{-\tau(\pi \varrho)^2} d\tau,
\]

which is obviously nonnegative if \( \sigma_1 \leq \sigma_2 \). The latter condition is in fact also necessary for the nonnegativity of \( h^\parallel \). To see this, we use the asymptotic expansion of the upper incomplete gamma function:

\[
\Gamma(\nu, x) \sim x^{\nu-1} e^{-x} \left[ 1 + \frac{\nu - 1}{x} + \frac{\nu(\nu - 2)}{x^2} + \cdots \right] \quad \text{as } x \to \infty,
\]

(see [1, §6.5.31]) so that for any \( \sigma > 0 \) it is the case that

\[
\frac{1}{2\pi^{\mu+1} \varrho^{2\mu+2}} \Gamma \left( \mu + 1, 2\pi^2 \sigma^2 \varrho^2 \right) \sim \frac{(2\sigma^2)^{\mu+1}}{2\varrho^2} \exp(-2\pi^2 \sigma^2 \varrho^2) \left[ 1 + \frac{\mu}{2\pi^2 \sigma^2 \varrho^2} + \frac{\mu(\mu - 1)}{(2\pi^2 \sigma^2 \varrho^2)^2} + \cdots \right]
\]

as \( \varrho \to \infty \) (incidentally, note that if the dimension \( d \) is even then \( \mu \) is integer and the asymptotic expansion on the right-hand side has a finite number of
terms), so (28a) can be expanded at infinity as follows:

\[ h^\parallel (\varrho) \sim (2\mu + 1) \left( \frac{2\sigma_1^2}{\varrho^2} \right)^{\mu-1} \exp \left( -2\pi^2 \sigma_1^2 \varrho^2 \right) \left\{ \sum_{n=0}^{\infty} \left( \frac{2\pi^2 \sigma_1^2 \varrho^2}{2\mu + 1} \right)^n \right\} \]

\[ - \left( \frac{\sigma_2^2}{\sigma_1^2} \right)^{\mu} \exp \left( 2\pi^2 (\sigma_1^2 - \sigma_2^2) \varrho^2 \right) \left[ 1 + \frac{\mu}{2\pi^2 \sigma_2^2 \varrho^2} + \cdots \right], \quad \text{as } \varrho \to \infty. \]

If \( \sigma_1 > \sigma_2 \) the second exponential function diverges faster than \( \varrho^2 \), implying that \( h^\parallel \) is negative for large values of \( \varrho \). Therefore \( h^\parallel \geq 0 \) if and only if \( \sigma_1 \leq \sigma_2 \). Manipulating (28b) in a similar manner proves that \( h^\perp \geq 0 \) if and only if \( \sigma_2 \leq \sigma_1 \). In conclusion, a kernel \( k \) with Gaussian \( k^\parallel \) and \( k^\perp \) is positive definite if and only if \( \sigma_1 = \sigma_2 \), i.e. if and only if it is scalar.

**Example 1.** We now try a different route and verify for which values of \((a, b) \in \mathbb{R}^2\) the functions

\[ (30) \quad k^\parallel (r) = b \exp \left( -\frac{r^2}{2a^2} \right) \quad \text{and} \quad k^\perp (r) = (b - ar^2) \exp \left( -\frac{r^2}{2a^2} \right), \quad r > 0, \]

with \( a > 0 \), define a positive definite \( k \) of the type (10), i.e. a TRI kernel. In other words we assume that the function (11) is given by \( \tilde{k}(r) = a \exp \left( -\frac{r^2}{\sigma^2} \right) \), so that both \( \tilde{k} \) and \( k^\parallel \) are Gaussian with the same variance, but different values at \( r = 0 \) (on the other hand \( k^\parallel \) and \( k^\perp \) must have the same value at 0 by Proposition 3.7). In this example we have that

\[ H^\parallel (\varrho) = (\sigma^2)^{\mu+1} \varrho^{\mu} \left[ b - (2\mu + 1)a\sigma^2 \right] \exp \left( -\frac{\sigma^2 \varrho^2}{2} \right), \]

\[ H^\perp (\varrho) = (\sigma^2)^{\mu+1} \varrho^{\mu} \left[ b - (2\mu + 1)a\sigma^2 + a(\sigma^2 \varrho^2) \right] \exp \left( -\frac{\sigma^2 \varrho^2}{2} \right). \]

In order to obtain the above expressions we have used the Hankel transform:

\[ \int_0^\infty r^{\nu+3} e^{-\varrho r^2} J_\mu(qr) \, dr = \frac{\varrho^{\nu}}{(2c)^{\nu+3}} \left[ 4c(\mu + 1) - \varrho^2 \right] \exp \left( -\frac{\varrho^2}{4c} \right), \]

valid for \( \Re \mu > -2 \) and \( \Re c > 0 \) (it is computed by inserting in the left-hand side the relation \( J_\mu(z) = 2(\mu + 1)J_{\mu+1}(z)/z - J_{\mu+2}(z) \), given by (74), and applying (26) twice, with \( \nu = \mu + 1 \) and \( \nu = \mu + 2 \) respectively). By (24),

\[ h^\parallel (\varrho) = (2\pi \sigma^2)^{\mu+1} \left[ b - (2\mu + 1)a\sigma^2 \right] \exp \left( -2\pi^2 \sigma^2 \varrho^2 \right), \]

\[ h^\perp (\varrho) = (2\pi \sigma^2)^{\mu+1} \left[ b - (2\mu + 1)a\sigma^2 + a(2\pi \sigma^2 \varrho^2) \right] \exp \left( -2\pi^2 \sigma^2 \varrho^2 \right). \]
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Figure 1: Domains $D_1$ and $D_2$ of positive definiteness for the kernels in Examples 1 and 2.

So $h^\parallel \geq 0$ if and only if $b - (2\mu + 1)a\sigma^2 \geq 0$, and $h^\perp \geq 0$ if and only if $a(2\pi \sigma^2 \rho) \geq -[b - (2\mu + 1)a\sigma^2]$ for all $\rho$. Whence $h^\parallel$ and $h^\perp$ are simultaneously nonnegative, i.e. $k$ is positive definite, if and only if $(a, b)$ is in

$$D_1 := \{ (a, b) \in \mathbb{R}^2 \mid b \geq (d - 1)a\sigma^2, a \geq 0 \}$$

(since $2\mu + 1 = d - 1$) which is the wedge-shaped domain illustrated in Figure 1(a). Note that the slope of the slanted boundary depends on the dimension $d$. The vertical boundary ($a = 0$) corresponds to scalar kernels, while the meaning of the other one shall be explored in later sections.

The graphs $k^\parallel$, $k^\perp$, $h^\parallel$ and $h^\perp$ (symmetrized with respect to $r = 0$ for clarity) are shown in Figure 2 for $d = 2$, $a = 1.5$ and $b = 2\sigma^2 = 1$. Note that $h^\parallel \geq 0$ and $h^\perp \geq 0$. The same figure shows the corresponding vector field $x \mapsto k(x)\alpha$, $x \in \mathbb{R}^2$, with $k$ given by (10) and $\alpha = e_1 \in \mathbb{R}^2$, also shown in the figure (the importance of vector fields of the type $x \mapsto k(x)\alpha$ is apparent from equation (1), on which we shall return in section 5). For $\alpha = e_1$ the two “vortices” of the vector field $x \mapsto k(x)\alpha$ are located at points $(0, \pm \sqrt{b/a})$; so for positive definite $k$ with coefficients (30) their distance is at least $2\sigma$.

Example 2. We now modify the previous example and switch the roles of $k^\parallel$ and $k^\perp$. In other words we want to find conditions on $(a, b) \in \mathbb{R}^2$ such that the functions

$$k^\parallel(r) = (b - ar) \exp\left(-\frac{1}{2} \frac{r^2}{\sigma^2}\right) \quad \text{and} \quad k^\perp(r) = b \exp\left(-\frac{1}{2} \frac{r^2}{\sigma^2}\right), \quad r > 0,$$

with fixed $\sigma > 0$, define a positive definite $k$ of the type (10), i.e. a TRI kernel. So we assume that $\tilde{k}(r) = -a \exp\left(-\frac{1}{2} \frac{r^2}{\sigma^2}\right)$, hence both $\tilde{k}$ and $k^\perp$ are Gaussian, with the same variance. Calculations that are similar to those
of the previous example lead to the following expressions for $h^\parallel$ and $h^\perp$: 

$$h^\parallel(\varrho) = (2\pi\sigma^2)^{\mu+1}[b - a\sigma^2 + a(2\pi\sigma^2\varrho)^2]\exp\left(-2\pi^2\sigma^2\varrho^2\right),$$

$$h^\perp(\varrho) = (2\pi\sigma^2)^{\mu+1}(b - a\sigma^2)\exp\left(-2\pi^2\sigma^2\varrho^2\right).$$

The above are simultaneously nonnegative $\varrho$, i.e. $k$ is a TRI kernel, if and only if $(a,b)$ is in

$$D_2 := \{(a,b) \in \mathbb{R}^2 \mid b \geq a\sigma^2, a \geq 0\}$$

which is the wedge-shaped domain shown in Figure 1(b). The vertical boundary ($a = 0$) again corresponds to scalar kernels, while the meaning of the other boundary (whose slope this time does not depend on the dimension $d$ of the domain) will be explored later.

The graphs of the functions $k^\parallel$, $k^\perp$, $h^\parallel$ and $h^\perp$ (again, symmetrized with respect to $r = 0$) are shown in Figure 3 for $d = 2$, $a = 1.5$ and $b = 2\sigma^2 = 1$, as well as the corresponding vector field $x \mapsto k(x)\alpha$, with $\alpha = e_1 \in \mathbb{R}^2$. For such $\alpha$ the apparent “sink” and “source” of the vector field (i.e. where $k(x)\alpha = 0$) are located at points $(\pm b/a, 0)$; that is, their mutual distance is at least $2\sigma$ for a positive definite $k$ with coefficients (31).

### 3.3. Inversion formulae

Let $M$ be the functional that maps the coefficients $(k^\parallel, k^\perp)$ of a matrix-valued function $k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$ of the type (10) to the coefficients $(h^\parallel, h^\perp)$
Figure 3: Graphs of $k^\parallel$, $k^\perp$, $h^\parallel$, $h^\perp$ for Example 2 as well as the vector field $x \mapsto k(x)\alpha$, with $\alpha = e_1$ (also shown). Again, $h^\parallel \geq 0$ and $h^\perp \geq 0$.

of its Fourier transform. That is,

$$ M : L^1(\mathbb{R}^+, \mathbb{R}^{d-1}) \times L^1(\mathbb{R}^+, \mathbb{R}^{d-1}) \rightarrow C_0(\mathbb{R}^+) \times C_0(\mathbb{R}^+), $$

with $M(k^\parallel, k^\perp) = (h^\parallel, h^\perp)$,

where $(h^\parallel, h^\perp)$ are expressed in terms of $(k^\parallel, k^\perp)$ precisely by formulae (21a) and (21b). The symbol $C_0(\mathbb{R}^+)$ indicates the set of real-valued continuous functions defined on $\mathbb{R}^+$ that vanish at $+\infty$. The map $M$ is linear and it is an involution, i.e. $M^{-1} = M$, in the sense that is specified by the following proposition (this generalizes the fact that (15) is an involution).

**Proposition 3.14.** Let $k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$ be of the type (10), and also assume $\hat{k} \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$. Then the functions $(k^\parallel, k^\perp)$ can be computed from the pair $(h^\parallel, h^\perp)$ as follows:

$$ k^\parallel(r) = \frac{2\pi}{r^\mu} \int_0^\infty \varrho^{\mu+1} h^\parallel(\varrho) J_\mu(2\pi r\varrho) \, d\varrho 
- \frac{2\mu + 1}{r^{\mu+1}} \int_0^\infty \varrho^{\mu} (h^\parallel(\varrho) - h^\perp(\varrho)) J_{\mu+1}(2\pi r\varrho) \, d\varrho, $$

$$ k^\perp(r) = \frac{2\pi}{r^\mu} \int_0^\infty \varrho^{\mu+1} h^\perp(\varrho) J_\mu(2\pi r\varrho) \, d\varrho 
+ \frac{1}{r^{\mu+1}} \int_0^\infty \varrho^{\mu} (h^\parallel(\varrho) - h^\perp(\varrho)) J_{\mu+1}(2\pi r\varrho) \, d\varrho; $$

i.e. $(k^\parallel, k^\perp)$ are obtained from $(h^\parallel, h^\perp)$ by applying formulae (21a) and (21b).
Proof. The claim may be proven by direct computation, i.e. by manip-
utating formulae (21a)–(21b) and by inverting Hankel transforms (using formula (73) in Appendix A). However, one can simply observe that the
Fourier transform, when restricted to functions that are symmetric in their
argument, i.e. \( k(x) = k(-x) \) for all \( x \) (and TRI kernels belong to this class),
is an involution. But \( M \) computes the functions \( (h^\parallel, h^\perp) \), which provide
the eigenvalues of \( \hat{k} \) in terms of those of \( k \), therefore it must be itself an
involution.

The above proposition allows one to construct positive kernels by choos-
ing nonnegative functions \( h^\parallel \) and \( h^\perp \) in \( L^1(\mathbb{R}^+, r^{d-1}) \) and applying the inver-
sion formulae (33a) and (33b). This involves computing Hankel transforms,
which may be done either by employing tables of transforms [20, 23, 52],
or numerically. However, in section 4 we shall illustrate a very simple,
constructive method for building arbitrary TRI kernels from scalar ker-
nels.

Remark: \( L^1 \) vs. \( L^2 \). While it is well known that the Fourier transform is
an isometry between \( L^2 \) and itself, we have assumed that the kernels are
in \( L^1 \) (and that, sometimes, so are their Fourier transforms) to be able to
use and manipulate the integral formulas in the definitions and proofs. We
should note that one could employ the usual argument that \( L^1 \) is dense
in \( L^2 \) [64] and extend the results, \textit{mutatis mutandis}, to square integrable
kernels. However, for computational convenience, we will keep assuming that
the kernels are in \( L^1 \) when Fourier transforms are needed throughout the
rest of the paper.

### 3.4. Divergence-free and curl-free kernels

In this section we explore some properties of the vector fields \( x \mapsto k(x)\alpha \)
generated by the kernels \( k \) of RKHS. In particular we shall compute the functions \( \text{div}(k(\cdot)\alpha) \) and \( \text{curl}(k(\cdot)\alpha) \), and relate them to the coefficients \( h^\parallel \)
and \( h^\perp \) of the Fourier transform of the kernel \( k \).

**Proposition 3.15.** Let \( k \in C^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \) be a TRI kernel. We have that
\[
\text{div}(k(x)\alpha) = \frac{\alpha \cdot x}{\|x\|} \left( (d-1) \frac{k^\parallel(\|x\|) - k^\perp(\|x\|)}{\|x\|} + \frac{dk^\parallel}{dr}(\|x\|) \right), \quad x \in \mathbb{R}^d \setminus \{0\}.
\]

**Proof.** For \( x \neq 0 \) define \( \alpha^\parallel(x) := \text{Pr}_x^\parallel \alpha \) and \( \alpha^\perp(x) := \text{Pr}_x^\perp \alpha = \alpha - \alpha^\parallel(x) \), so
that \( \alpha = \alpha^\parallel(x) + \alpha^\perp(x) \). It is the case that:
\[
\text{div}(\mathbf{k}(x)\alpha) = \text{div}(k^\parallel(\|x\|)\alpha^\parallel(x) + \text{div}(k^\perp(\|x\|)\alpha^\perp(x)) \\
= \nabla(k^\parallel(\|x\|)) \cdot \alpha^\parallel(x) + k^\parallel(\|x\|) \text{div}(\alpha^\parallel(x)) \\
+ \nabla(k^\perp(\|x\|)) \cdot \alpha^\perp(x) + k^\perp(\|x\|) \text{div}(\alpha^\perp(x)) \\
= \frac{dk^\parallel}{dr}(\|x\|) \frac{x}{\|x\|} \cdot \alpha^\parallel(x) + k^\parallel(\|x\|) \text{div}(\alpha^\parallel(x)) + k^\perp(\|x\|) \text{div}(\alpha^\perp(x)),
\]
where we have used \(\frac{x}{\|x\|} \cdot \alpha^\perp(x) = 0\). Also, \(\frac{x}{\|x\|} \cdot \alpha^\parallel(x) = \frac{x}{\|x\|} \cdot \alpha\) and
\[
\text{div}(\alpha^\parallel(x)) = \text{div}\left(\frac{\alpha \cdot x}{\|x\|^2}\right) \\
= \frac{1}{\|x\|^2} (\nabla(\alpha \cdot x)) \cdot x + (\alpha \cdot x) \left(\nabla \frac{1}{\|x\|^2}\right) \cdot x + \frac{\alpha \cdot x}{\|x\|^2} \text{div}x \\
= \frac{\alpha \cdot x}{\|x\|^2} + (\alpha \cdot x) \left(-\frac{2}{\|x\|^3} \|x\|\right) \cdot x + \frac{\alpha \cdot x}{\|x\|^2} d = (d-1)\frac{\alpha \cdot x}{\|x\|^2}.
\]
Moreover, \(\text{div}(\alpha^\perp(x)) = -\text{div}(\alpha^\parallel(x))\). Inserting these expressions into (34) completes the proof.

**Corollary 3.16.** Let \(\mathbf{k} \in C^1(\mathbb{R}^d, \mathbb{R}^{d \times d})\) be a TRI kernel. The vector field \(\mathbf{x} \mapsto \mathbf{k}(x)\alpha\) is divergence-free if and only if
\[
(d-1) \frac{k^\parallel(r) - k^\perp(r)}{r} + \frac{dk^\parallel}{dr}(r) = 0, \quad \text{for all } r > 0.
\]

We want to find a similar result for the \textit{curl} of the vector field \(\mathbf{x} \mapsto \mathbf{k}(x)\alpha\). Indicating with \(\Omega^k\mathbb{R}^d\) the space of differential \(k\)-forms in \(\mathbb{R}^d\) [38], it is convenient to identify a vector field \((v_1, \ldots, v_d)\) in \(\mathbb{R}^d\) with the 1-form \(v = \sum v_i d_0 x^i\), where \(d_0\) is the differential of a function. In fact indicating with \(d_k\) the exterior (Cartan) derivative of a \(k\)-form we may write the de Rahm complex for \(\mathbb{R}^d\) as follows:
\[
\Omega^0\mathbb{R}^d \xrightarrow{d_0} \Omega^1\mathbb{R}^d \xrightarrow{d_1} \Omega^2\mathbb{R}^d \xrightarrow{d_2} \cdots \xrightarrow{d_{d-2}} \Omega^{d-1}\mathbb{R}^d \xrightarrow{d_{d-1}} \Omega^d\mathbb{R}^d.
\]
We define \(\text{curl} := d_1\) (it corresponds to the classical “curl” when \(d = 3\)).

**Proposition 3.17.** Let \(\mathbf{k} \in C^1(\mathbb{R}^d, \mathbb{R}^{d \times d})\) be a TRI kernel. We have
\[
\text{curl}(\mathbf{k}(x)\alpha) = \frac{(k^\parallel(\|x\|) - k^\perp(\|x\|))}{\|x\|} \left(\frac{dk^\perp}{dr}(\|x\|) - \frac{dk^\parallel}{dr}(\|x\|)\right), \quad x \in \mathbb{R}^d \setminus \{0\},
\]
where \(\wedge\) indicates the wedge product between differential forms.
Proof. As in the previous proof, let $\alpha^\parallel(x) := \Pr_x \alpha$ and $\alpha^\perp(x) := \Pr_x \alpha = \alpha - \alpha^\parallel(x)$. We consider them 1-forms, i.e. let us write $\alpha^\parallel(x) = \sum_i \alpha^\parallel(x) d_0 x^i$ and $\alpha^\perp(x) = \sum_i \alpha^\perp(x) d_0 x^i$. It is the case that

$$\text{curl}(k(x)\alpha) = d_1(k(x)\alpha) = d_0(k^\parallel(\|x\|) \wedge \alpha^\parallel(x) + k^\parallel(\|x\|) d_1(\alpha^\parallel(x))$$

$$+ d_0(k^\perp(\|x\|) \wedge \alpha^\perp(x) + k^\perp(\|x\|) d_1(\alpha^\perp(x)).$$

(37)

The first term is zero since $d_0(k^\parallel(\|x\|)) = \frac{dk^\parallel}{dr}(\|x\|) \frac{x}{\|x\|}$ and $x \wedge \alpha^\parallel(x) = 0$. We also have

$$d_1(\alpha^\parallel(x)) = d_1\left(\frac{\alpha \cdot x}{\|x\|^2} \right) = d_0\left(\frac{\alpha \cdot x}{\|x\|^2}\right) \wedge x + \frac{\alpha \cdot x}{\|x\|^2} d_1 x,$$

where $d_1 x = d_1\left(\sum_i x^i d_0 x^i\right) = \sum_i d_0 x^i \wedge d_0 x^i = 0$ and

$$d_0\left(\frac{\alpha \cdot x}{\|x\|^2}\right) = \frac{1}{\|x\|^2} d_0(\alpha \cdot x) + (\alpha \cdot x) \frac{1}{\|x\|^2} = \frac{\alpha \cdot x}{\|x\|^2} - 2\frac{\alpha \cdot x}{\|x\|^4} x.$$

Since $x \wedge x = 0$ we conclude that $d_1(\alpha^\parallel(x)) = \frac{\alpha \wedge x}{\|x\|^2}$. Moreover $x \wedge \alpha = -\alpha \wedge x$, whence

$$d_0(k^\perp(\|x\|) \wedge \alpha^\perp(x)) = \frac{dk^\perp}{dr}(\|x\|) \frac{x}{\|x\|} \wedge \alpha^\perp(x) = -\frac{dk^\perp}{dr}(\|x\|) \frac{\alpha \wedge x}{\|x\|}.$$

Finally, $d_1(\alpha^\perp(x)) = -d_1(\alpha^\parallel(x))$. Insertion of such expressions into (37) completes the proof. \qed

Corollary 3.18. Let $k \in C^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$ be a TRI kernel. The vector field $x \mapsto k(x)\alpha$ is curl-free in $\mathbb{R}^d$ if and only if

$$\frac{k^\parallel(r) - k^\perp(r)}{r} - \frac{dk^\perp}{dr}(r) = 0, \quad \text{for all } r > 0.$$  

(38)

Note that while condition (35) depends on the dimension $d$ of the space, condition (38) does not. The following fundamental theorem relates the incompressibility and irrotationality of vector fields of the type $x \mapsto k(x)\alpha$ with the coefficients $h^\parallel$ and $h^\perp$ of the Fourier transform of the kernel $k$.

Theorem 3.19. Let $k \in C^1(\mathbb{R}^d, \mathbb{R}^{d \times d}) \cap L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$ be a TRI kernel with Fourier transform $\hat{k}$ that is also in $L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})$. Then the vector field $x \mapsto k(x)\alpha$ is divergence-free for all $\alpha \in \mathbb{R}^d$ if and only if $h^\parallel = 0$. On the other hand, $x \mapsto k(x)\alpha$ is curl-free for all $\alpha \in \mathbb{R}^d$ if and only if $h^\perp = 0$. 


Proof. It is the case that \( h^\parallel(\varrho) = 2\pi H^\parallel(2\pi \varrho)/\varrho^\mu \) and \( h^\perp(\varrho) = 2\pi H^\perp(2\pi \varrho)/\varrho^\mu \), with \( H^\parallel \) and \( H^\perp \) respectively given by (25a) and (25b), and with \( \mu = \frac{d}{2} - 1 \).

Inserting (35) into (25a) yields

\[
H^\parallel(\varrho) = \int_0^\infty r^{\mu+1} k^\parallel(r) J_\mu(\varrho r) \, dr + \frac{1}{\varrho} \int_0^\infty r^{\mu+1} \frac{dk^\parallel}{dr}(r) J_{\mu+1}(\varrho r) \, dr
\]

(note that \( 2\mu + 1 = d - 1 \)). We use integration by parts to compute the second term on the right:

\[
\int_0^\infty r^{\mu+1} \frac{dk^\parallel}{dr}(r) J_{\mu+1}(\varrho r) \, dr
\]

\[
= \left[ r^{\mu+1} k^\parallel(r) J_{\mu+1}(\varrho r) \right]_0^\infty - \int_0^\infty k^\parallel(r) \frac{d}{dr} \left( r^{\mu+1} J_{\mu+1}(\varrho r) \right) dr
\]

\[
= -\varrho \int_0^\infty \varrho^{\mu+1} k^\parallel(\varrho r) \left\{ \frac{\mu + 1}{\varrho^r} J_{\mu+1}(\varrho r) + J'_{\mu+1}(\varrho r) \right\} dr
\]

\[
= -\varrho \int_0^\infty r^{\mu+1} k^\parallel(r) J_{\mu+1}(\varrho r) \, dr,
\]

where we have used the property (75) of Bessel functions. Therefore if (35) holds then \( h^\parallel = 0 \). Similarly, inserting (38) into (25b) gives

\[
H^\perp(\varrho) = \int_0^\infty r^{\mu+1} k^\perp(r) J_\mu(\varrho r) \, dr + \frac{1}{\varrho} \int_0^\infty r^{\mu+1} \frac{dk^\perp}{dr}(r) J_{\mu+1}(\varrho r) \, dr.
\]

and an identical integration by parts allows us to conclude that if (38) holds then \( h^\perp = 0 \).

Assume now \( h^\parallel = 0 \). In this case \( k^\parallel \) and \( k^\perp \), given by (33a), (33b), are

\[
k^\parallel(r) = \frac{2\mu + 1}{r^{\mu+1}} \int_0^\infty \varrho^{\mu+1} h^\parallel(\varrho) J_{\mu+1}(2\pi \varrho r) \, d\varrho,
\]

\[
k^\perp(r) = \frac{2\pi}{r^{\mu+1}} \int_0^\infty \varrho^{\mu+1} h^\perp(\varrho) J_{\mu}(2\pi \varrho r) \, d\varrho - \frac{1}{r^{\mu+1}} \int_0^\infty \varrho^{\mu+1} h^\perp(\varrho) J_{\mu+1}(2\pi \varrho r) \, d\varrho,
\]

therefore the auxiliary function (11) is given by

\[
\tilde{k}(r) = \frac{2\pi}{r^{\mu+2}} \int_0^\infty \varrho^{\mu+1} h^\perp(\varrho) \left\{ \frac{2\mu + 1}{2\pi \varrho^r} J_{\mu+1}(2\pi \varrho r) - J_\mu(2\pi \varrho r) \right\} \, d\varrho
\]

\[
= \frac{2\pi}{r^{\mu+2}} \int_0^\infty \varrho^{\mu+1} h^\perp(\varrho) J_{\mu+2}(2\pi \varrho r) \, d\varrho,
\]
where we have used property (74) in Appendix A. On the other hand,

\[
\frac{1}{r} \frac{d}{dr} (r) = -(2\mu + 1) \mu + 1 \int_0^\infty \varphi^{\mu} h_\perp (\varphi) J_{\mu + 1} (2\pi \varphi r) d\varphi \\
+ \frac{2\mu + 1}{r^{\mu + 2}} \int_0^\infty 2\pi \varphi^{\mu + 1} h_\perp (\varphi) J'_{\mu + 1} (2\pi \varphi r) d\varphi
\]

\[
= -2\pi \frac{2\mu + 1}{r^{\mu + 2}} \int_0^\infty \varphi^{\mu + 1} h_\perp (\varphi) \left\{ \frac{\mu + 1}{2\pi \varphi r} J_{\mu + 2} (2\pi \varphi r) - J'_{\mu + 1} (2\pi \varphi r) \right\} d\varphi
\]

\[
= -2\pi \frac{2\mu + 1}{r^{\mu + 2}} \int_0^\infty \varphi^{\mu + 1} h_\perp (\varphi) J_{\mu + 2} (2\pi \varphi r) d\varphi,
\]

where we have used property (76) in Appendix A. Since \(2\mu + 1 = d - 1\) we have that (35) holds and the vector field \(x \mapsto k(x)\alpha\) is divergence-free.

Similarly, when \(h_\perp = 0\) it is the case that \(k_\parallel (r) = 2\pi r^{\mu + 1} \int_0^\infty \varphi^{\mu + 1} h_\parallel (\varphi) J_{\mu + 1} (2\pi \varphi r) d\varphi\),

\[
\tilde{k}(r) = \frac{2\pi}{r^{\mu + 2}} \int_0^\infty \varphi^{\mu + 1} h_\parallel (\varphi) \left\{ J_{\mu + 2} (2\pi \varphi r) - 2\mu + 1 \right\} d\varphi
\]

\[
= -\frac{2\pi}{r^{\mu + 2}} \int_0^\infty \varphi^{\mu + 1} h_\parallel (\varphi) J_{\mu + 2} (2\pi \varphi r) d\varphi,
\]

by property (74) in Appendix A. On the other hand,

\[
\frac{1}{r} \frac{d}{dr} (r) = -\frac{\mu + 1}{r^{\mu + 3}} \int_0^\infty \varphi^{\mu} h_\parallel (\varphi) J_{\mu + 1} (2\pi \varphi r) d\varphi + \frac{1}{r^{\mu + 2}} \int_0^\infty 2\pi \varphi^{\mu + 1} h_\parallel (\varphi) J'_{\mu + 1} (2\pi \varphi r) d\varphi
\]

\[
= \frac{2\pi}{r^{\mu + 2}} \int_0^\infty \varphi^{\mu + 1} h_\parallel (\varphi) \left\{ \frac{\mu + 1}{2\pi \varphi r} J_{\mu + 2} (2\pi \varphi r) + J'_{\mu + 1} (2\pi \varphi r) \right\} d\varphi
\]

\[
= -\frac{2\pi}{r^{\mu + 2}} \int_0^\infty \varphi^{\mu + 1} h_\parallel (\varphi) J_{\mu + 2} (2\pi \varphi r) d\varphi,
\]

again by (76). Whence (38) holds and \(x \mapsto k(x)\alpha\) is curl-free.

**Proposition 3.20.** Let \(H \hookrightarrow C^1(\mathbb{R}^d, \mathbb{R}^d)\) be a RKHS with a given TRI kernel \(k\). It is the case that \(\text{div}(k(-)\alpha) = 0\) for all \(\alpha \in \mathbb{R}^d\) if and only
Table 1: Conditions on the coefficients $k$ and $\hat{k}$ for the kernel to be divergence-free or curl-free

<table>
<thead>
<tr>
<th>Conditions on $(k^\parallel, k^\perp)$</th>
<th>Conditions on $(h^\parallel, h^\perp)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$ is div-free</td>
<td>$(d-1) \frac{k^\parallel(r) - k^\perp(r)}{r} + \frac{dk^\parallel}{dr}(r) = 0$</td>
</tr>
<tr>
<td>$h^\parallel = 0$</td>
<td></td>
</tr>
<tr>
<td>$k$ is curl-free</td>
<td>$\frac{k^\parallel(r) - k^\perp(r)}{r} - \frac{dk^\perp}{dr}(r) = 0$</td>
</tr>
<tr>
<td>$h^\perp = 0$</td>
<td></td>
</tr>
</tbody>
</table>

if $\text{div } u = 0$ for all $u \in H$. On the other hand, we have that $\text{curl}(k(\cdot)\alpha) = 0$ for all $\alpha \in \mathbb{R}^d$ if and only if $\text{div } u = 0$ for all $u \in H$.

Proof. The “if” part is obvious. Conversely, let $H_0 := \text{span}\{k(\cdot - x)\alpha \mid x, \alpha \in \mathbb{R}^d\}$. Take any $u \in H$ and a sequence $\{u_n\} \subset H_0$ with $u_n \rightarrow u$. For all indices $i, j \in \{1, \ldots, d\}$, by formula (13) it is the case that $e_i \cdot \partial_j u_n(x) = (-\partial_j k(\cdot - x)e_i, u_n)_V$, which converges to $(-\partial_j k(\cdot - x)e_i, u)_V = e_i \cdot \partial_j u(x)$. That is, the sequence of functions $\partial_j u_n$ converges to $\partial_j u$ pointwise. Therefore we have $\text{div } u_n \rightarrow \text{div } u$ and $\text{curl } u_n \rightarrow \text{curl } u$ pointwise. Since $u_n \in H_0$ for all $n$, if $\text{div}(k(\cdot)\alpha) = 0$ for all $\alpha \in \mathbb{R}^d$ then $\text{div } u_n = 0$, whence $\text{div } u = 0$.

A similar argument holds in the case $\text{curl}(k(\cdot)\alpha) = 0$. \hfill \Box

The above results justify the following definition.

Definition 3.21. Let $H \hookrightarrow C^1(\mathbb{R}^d; \mathbb{R}^d)$ be a RKHS with a TRI kernel $k$. We call the space $H$ and its kernel $k$ divergence-free (or curl-free) if $\text{div } u = 0$ (respectively, if $\text{curl } u = 0$) for all $u \in H$.

Table 1 summarizes the conditions on the coefficients $(k^\parallel, k^\perp)$ of $k$ and on the coefficients $(h^\parallel, h^\perp)$ of its Fourier transform for a Reproducing Kernel Hilbert Space $H$ with a TRI kernel to be either divergence-free or curl-free. We should note that if $k$ is scalar, i.e. of the type $k(x) = k(\|x\|)\mathbb{I}_d$, then $k^\parallel = k^\perp$ and $h^\parallel = h^\perp$; therefore by Corollaries 3.16 and 3.18 the corresponding RKHS can be neither divergence-free nor curl-free (unless we are dealing with the trivial case $k = 0$).

Examples 1 and 2, revisited. In light of the above results, the boundaries of the domains $D_1$ and $D_2$ of Examples 1 and 2 in this section have an interesting interpretation. We already noted that in both cases choosing $a = 0$ (vertical boundary of the domains) yields scalar kernels, i.e. of the type $k(x) = k(\|x\|)\mathbb{I}_d$ with $k(r) = b \exp(-\frac{1}{2}r^2/\sigma^2)$ (Gaussian).

In Example 1, when $b = (d-1)a\sigma^2$ we have $\hat{k}(r) = a \exp(-\frac{1}{2}r^2/\sigma^2)$, $k^\parallel(r) = (d-1)a\sigma^2 \exp(-\frac{1}{2}r^2/\sigma^2)$; therefore equation (35) holds and the
Figure 4: Interpretation of the domain boundaries in Examples 1 and 2.

Figure 5: Transition from a scalar kernel to divergence-free (Example 1) and curl-free (Example 2) kernels by changing the parameter $a$ in the range $[0, 2]$, with $b = 2\sigma^2 = 1$, in $d = 2$ dimensions. The vector fields $x \mapsto k(x)\alpha$ are illustrated for $\alpha = e_1$, which in also shown in each graph.

kernel is divergence-free. Similarly, in the case of Example 2 when $b = a\sigma^2$ we have $\tilde{k}(r) = -a \exp(-\frac{1}{2}r^2/\sigma^2)$ and $k^\perp(r) = a\sigma^2 \exp(-\frac{1}{2}r^2/\sigma^2)$; whence (38) holds and the kernel is curl-free. Thus the boundaries of the two domains may be interpreted as illustrated in Figure 4.

In the case $d = 2$ we have that $D_1 = D_2$. Figure 5 shows the vector field $x \mapsto k(x)\alpha$, $\alpha = e_1$, for both Example 1 and Example 2, with $b = 2\sigma^2 = 1$ and different choices of the parameter $a$. In particular, for $a = 0$ the point $(a, b)$ is on the vertical part of the boundary of $D_1$ and $D_2$; this corresponds, in both cases, to a scalar kernel. As we move along the line $b = 1$ towards higher values of $a$, we note that we transition to a vector field $x \mapsto k(x)\alpha$ that is divergence-free (Example 1) or curl-free (Example 2);
this occurs when \((a, b)\) hits the slanted part of the boundaries of \(D_1\) and \(D_2\), i.e. the line \(b = a \sigma^2\).

**Hodge decomposition.** Let \(k \in L^1(\mathbb{R}^d, \mathbb{R}^{d \times d})\) be a TRI kernel with coefficients \((k^\parallel, k^\perp)\), and let \((h^\parallel, h^\perp)\) be the coefficients of its Fourier transform, which we also assume integrable. Using the functional \(M\) introduced in (32), we have \((k^\parallel, k^\perp) = M^{-1}(h^\parallel, h^\perp)\). By the linearity of \(M^{-1}\) we also have

\[
(40) \quad (k^\parallel, k^\perp) = (k^\parallel_{\text{cf}}, k^\perp_{\text{cf}}) + (k^\parallel_{\text{df}}, k^\perp_{\text{df}}), \quad \text{where:}\ \\
\begin{aligned}
(k^\parallel_{\text{cf}}, k^\perp_{\text{cf}}) &= M^{-1}(h^\parallel, 0) \\
(k^\parallel_{\text{df}}, k^\perp_{\text{df}}) &= M^{-1}(0, h^\perp)
\end{aligned}
\]

(subscripts “cf” and “df” will be justified soon). With the above definitions, we let \(k = k^\parallel_{\text{cf}} + k^\parallel_{\text{df}}\), where

\[
(41) \quad k_{\text{cf}}(x) = k^\parallel_{\text{cf}}(x) \Pr_{x^\perp}^\parallel + k^\perp_{\text{cf}}(x) \Pr_{x^\perp}^\perp \quad \text{and} \quad k_{\text{df}}(x) = k^\parallel_{\text{df}}(x) \Pr_{x^\perp}^\parallel + k^\perp_{\text{df}}(x) \Pr_{x^\perp}^\perp;
\]

by Theorem 3.19 we have that for all \(\alpha \in \mathbb{R}^d\) we may write \(k(x)\alpha = k_{\text{cf}}(x)\alpha + k_{\text{df}}(x)\alpha, x \in \mathbb{R}^d\), where the first term is a curl-free vector field and the second term is instead div-free. In other words, for any integrable TRI kernel \(k\) and any \(\alpha \in \mathbb{R}^d\) this procedure allows one to perform the Hodge decomposition [17, 34] of the vector field \(x \mapsto k(x)\alpha\): the two terms, curl-free and divergence-free, may be respectively computed from the coefficients \(h^\parallel\) and \(h^\perp\) of the Fourier transform of \(k\) precisely by using the inversion formulae (33a) and (33b) twice, the first time with \(h^\perp = 0\) (to compute \(k_{\text{cf}}\)) and then with \(h^\parallel = 0\) (to compute \(k_{\text{df}}\)); note that since \(k\) vanishes at infinity there is no harmonic component in the Hodge decomposition. We shall call \(k_{\text{cf}}\) and \(k_{\text{df}}\) the curl-free and divergence-free components of the kernel \(k\). Incidentally, we note that if \(k \in L^1 \cap L^2\) then for any \(\alpha \in \mathbb{R}^d\) the orthogonality in \(L^2(\mathbb{R}^d, \mathbb{R}^d)\) of the Hodge components \(k_{\text{cf}}(\cdot)\alpha\) and \(k_{\text{df}}(\cdot)\alpha\) may be immediately verified via Plancherel’s theorem as follows:

\[
\langle k_{\text{cf}}(\alpha), k_{\text{df}}(\alpha) \rangle_{L^2} = \langle \hat{k}_{\text{cf}}(\alpha), \hat{k}_{\text{df}}(\alpha) \rangle_{L^2} = \int_{\mathbb{R}^d} \left( h^\parallel(\|\xi\|) \Pr_{\xi^\perp}^\parallel \alpha \cdot \left( h^\perp(\|\xi\|) \Pr_{\xi^\perp}^\perp \alpha \right) \right) d\xi = 0.
\]

The computation of \(k_{\text{cf}}\) and \(k_{\text{df}}\) from \(k\) via formulae (40) and (41) may be viewed as an orthogonal projection (in the \(L^2\) sense) of \(k\) onto the spaces of curl-free and divergence-free kernels, respectively.

**Example 3.** We consider the Gaussian scalar kernel \(k(x) = k(\|x\|)I_d, x \in \mathbb{R}^d\), with \(k(r) = \exp(-\frac{1}{2} r^2/\sigma^2)\) for some \(\sigma > 0\), and compute its Hodge decomposition. We saw earlier (17) that its Fourier transform is

\[
(42) \quad \hat{k}(\xi) = h(\|\xi\|)I_d, \quad \xi \in \mathbb{R}^d \quad \text{with} \quad h(\sigma) = (2\pi \sigma^2)^{\nu+1} \exp(-2\pi^2 \sigma^2 \sigma^2),
\]
where as usual $\mu = \frac{d}{2} - 1$. We let $k = k_{\|} + k_{\perp}$, with $\hat{k}_{\|}(\xi) = h(\|\xi\|) \Pr_{\xi}^{\|}$ and $\hat{k}_{\perp}(\xi) = h(\|\xi\|) \Pr_{\xi}^{\perp}$. The coefficients $(k_{\|}, k_{\perp})$ of $k_{\|}$ are given by inversion formulae (33a) and (33b) with $h_{\|} = h$ and $h_{\perp} = 0$, i.e.

\[(43a) \quad k_{\|}(r) = \frac{2\pi}{r^\mu} \int_0^\infty \varrho^{\mu+1} h(\varrho) J_\mu(2\pi \rho r) \, d\varrho - \frac{2\mu + 1}{r^{\mu+1}} \int_0^\infty \varrho^{\mu} h(\varrho) J_{\mu+1}(2\pi \rho r) \, d\varrho,\]

\[(43b) \quad k_{\perp}(r) = \frac{1}{r^{\mu+1}} \int_0^\infty \varrho^{\mu} h(\varrho) J_{\mu+1}(2\pi \rho r) \, d\varrho,\]

We compute the integral (43b) with $h$ as in (42) using the Hankel transform (27), which yields

\[(44) \quad k_{\perp}(r) = \frac{(2\sigma^2)^\mu}{2^{\mu+2}} \, \gamma\left(\mu + 1, \frac{1}{2} \frac{r^2}{\sigma^2}\right), \quad r > 0,\]

where $\gamma(\nu, x) = \int_0^x e^{-t} t^{\nu-1} \, dt$, $\Re \nu > 0$, is the lower incomplete gamma function [1, §6.5.2]. The other coefficients of the kernels $k_{\|}$ and $k_{\perp}$ are obtained from (44) simply as follows:

\[(45) \quad k_{\|}(r) = k - (2\mu + 1)k_{\|}(r), \quad k_{\perp}(r) = k - (2\mu + 1)k_{\perp}(r), \quad k_{\perp}(r) = k - k_{\perp}(r),\]

the first one is derived from (43a), while the other two follow from $k = k_{\|} + k_{\perp}$ and $k = k_{\perp} + k_{\perp}$ (which, in turn, are a consequence of $k = k_{\|} + k_{\perp}$ and the fact that $k$ is scalar).

When $d = 2$ (i.e. $\mu = 0$), since $\gamma(1, x) = 1 - e^{-x}$ we simply have $k_{\perp}(r) = \frac{2\pi}{r^2}[1 - \exp(-\frac{1}{2} \frac{r^2}{\sigma^2})]$, and the other coefficients are again derived from formulae (45) with $\mu = 0$. It is interesting to note that $k_{\|}$ and $k_{\perp}$ are not Gaussian like the curl-free and divergence-free kernels that we derived in Examples 2 and 1, respectively—in fact they have much heavier “tails” (they go to zero like $1/r^2$ as $r \to \infty$) than the original scalar and Gaussian kernel $k$; however, these heavy tails cancel each other when added. In the case $2\sigma^2 = 1$ and $d = 2$ the Hodge decomposition of $x \mapsto k(x)e_1$ into its curl-free and divergence-free terms is illustrated in Figure 6; as observed above, the two vector fields are orthogonal in the $L^2$ sense.

The discussion above also suggests that a seemingly simple way to generate curl-free (or divergence-free) kernels is to choose functions $h_{\|}$ (respectively, $h_{\perp}$) in $L^1(\mathbb{R}^+, r^{d-1})$ and apply formulae (33a) and (33b) with $h_{\perp} = 0$ (respectively, $h_{\|} = 0$). This is rather cumbersome because it involves the
Figure 6: Hodge decomposition of $x \mapsto k(x)e_1$, for $k$ scalar and Gaussian.

**4. Construction of matrix-valued kernels from scalar kernels**

In this section we illustrate a method for constructing matrix-valued kernels from scalar kernels—in fact, it will turn out that all matrix-valued kernels of interest can be built this way. We remind the reader that a $s$-admissible Hilbert space of $\mathbb{R}^d$-valued functions defined in $\Omega$ is also a RKHS, and its kernel is such that $K(\cdot, x)\alpha \in C_0^s(\Omega, \mathbb{R}^d)$ for all $x \in \Omega$, $\alpha \in \mathbb{R}^d$ (see section 2).

**4.1. Curl-free component**

Given a $s$-admissible Hilbert space $H$ of scalar-valued differentiable functions defined on $\mathbb{R}^d$, one can define the space $V := \{\nabla f \mid f \in H\}$. Note that (i) if $s \geq 2$ all the elements of $V$ are curl-free and (ii) for all $v \in V$ there is a unique $f \in H$ such that $v = \nabla f$ (in fact if $v = \nabla f_1 = \nabla f_2$ then $f_1 - f_2 \in H$ is a constant that must be zero because $H \subset C^0_0(\mathbb{R}^d, \mathbb{R})$, i.e. it vanishes at infinity). The proposition that follows shows that the kernel of $H$ induces a reproducing kernel on $V$.

**Notation.** Given a scalar-valued differentiable function $F : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ we indicate with $\partial_{n,i}F$, $n \in \{1, 2\}$, $i \in \{1, \ldots, d\}$ the derivative of $F$ with respect to the $i$th variable of the $n$th set of variables; with $\nabla_n F$, where $n \in \{1, 2\}$, the gradient of $F$ with respect to the $n$th set of variables; and with $\nabla_1 \nabla_2^T F$ the matrix-valued function whose $(i, j)^{th}$ entry is $\partial_{1,i}\partial_{2,j} F$, for $1 \leq i, j \leq d$. Finally, for a vector-valued function $f : \mathbb{R}^d \to \mathbb{R}^d$, we indicate with $\nabla f$ the matrix whose $(i, j)^{th}$ entry is $\partial_i f_j$, for $1 \leq i, j \leq d$.

**Proposition 4.1.** For fixed $s \geq 1$, consider a Hilbert space $H \hookrightarrow C_0^s(\mathbb{R}^d, \mathbb{R})$ of scalar-valued functions, with kernel $K_H : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$. Let the space
\( V := \{ \nabla f \mid f \in H \} \) be endowed with the inner product \( \langle v_1, v_2 \rangle_V := \langle f_1, f_2 \rangle_H \), where \( v_1 = \nabla f_1 \) and \( v_2 = \nabla f_2 \). Then \( V \rightarrow C^s_0(\mathbb{R}^d, \mathbb{R}^d) \), i.e. it is a \((s-1)\)-admissible Hilbert space of \( \mathbb{R}^d \)-valued functions, and its kernel is given by 

\[
K_V = \nabla_1 \nabla^T_2 K_H.
\]

**Proof.** One can easily verify that \( \langle \cdot, \cdot \rangle_v \) is an inner product, that \( V \) is complete and continuously embedded in \( C^s_0(\mathbb{R}^d, \mathbb{R}^d) \). So \( V \) is a RKHS, and for all \( x, \alpha \in \mathbb{R}^d \) and \( v = \nabla f \in V \), its kernel \( K_V \) must satisfy

\[
\langle K_V(\cdot, x) \alpha, v \rangle_V = \alpha \cdot v(x) = \alpha \cdot \nabla f(x) = \sum_{i=1}^d \alpha_i \partial_i f(x) = (\text{by Theorem 2.11})
\]

\[
= \sum_{i=1}^d \alpha_i \langle \partial_2,i K_H(\cdot, x), f \rangle_H = \langle \alpha \cdot \nabla_2 K_H(\cdot, x), f \rangle_H
\]

\[
= \langle \nabla (\alpha \cdot \nabla_2 K_H(\cdot, x)), v \rangle_V,
\]

therefore \( K_V(\cdot, x) \alpha = \nabla (\nabla_2 K_H(\cdot, x) \cdot \alpha) = (\nabla_1 \nabla^T_2 K_H(\cdot, x)) \alpha \); we have used the property that \( \nabla (f \cdot \alpha) = (\nabla f) \alpha \) for any differentiable vector-valued function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \). By the arbitrariness of \( \alpha \in \mathbb{R}^d \) we conclude that we must have \( K_V(y, x) = \nabla_1 \nabla^T_2 K_H(y, x) \), for \( y, x \in \mathbb{R}^d \).

**Remark.** Before proceeding to the case of translation- and rotation-invariant kernels we note that if the kernel \( K \) of a \( s \)-admissible Hilbert space is translation-invariant, i.e. \( K(x, y) = k(x - y) \), then \( k \) is differentiable \( 2s \) times (see the remark at the end of section 3.1).

**Proposition 4.2.** Under the assumptions of Proposition 4.1, if \( K_H(x, y) = k_H(x - y) \) for some function \( k_H : \mathbb{R}^d \rightarrow \mathbb{R} \), then \( K_V(x, y) = k_V(x - y) \), with \( k_V = -\text{Hess } k_H \) (i.e. \( k_V^{ij} = -\partial_i \partial_j k_H \)).

**Proof.** We have that \( \partial_{2,j} K_H(x, y) = -\partial_j k_H(x - y) \) and \( \partial_{1,i} \partial_{2,j} K_H(x, y) = -\partial_i \partial_j k_H(x - y) \), for all \( x, y \in \mathbb{R}^d \). The result follows by applying Proposition 4.1.

**Corollary 4.3.** Under the assumptions of Propositions 4.1 with \( s \geq 2 \) and 4.2, for any \( \alpha \in \mathbb{R}^d \) the vector field \( x \mapsto k_V(x) \alpha \) is curl-free.

**Proof.** Using the fact that \( (\nabla f) \alpha = \nabla (f \cdot \alpha) \) for any differentiable vector-valued function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \), it is the case that \( k_V(x) \alpha = (\text{Hess } k_H(x)) \alpha = -\nabla (\nabla^T k_H(x)) \alpha \), and we conclude immediately.

**Proposition 4.4.** Under the assumptions of Propositions 4.1 and 4.2, if \( k_H(x) = k_H(||x||) \) for some \( k_H : \mathbb{R}^+ \rightarrow \mathbb{R} \) then the kernel of \( V \) is TRI, i.e. \( k_V(x) = k_V^{\parallel}(||x||) \Pr_\parallel^\parallel + k_V^{\perp}(||x||) \Pr_\perp^\perp \) with

\[
k_V^{\parallel}(r) = -\frac{d^2 k_H}{dr^2}(r) \quad \text{and} \quad k_V^{\perp}(r) = -\frac{1}{r} \frac{dk_H}{dr}(r), \quad r > 0.
\]
Proof. First note that we have \( \partial_j k_H(x) = k_H'(|x|) x_j / \|x\| \) and

\[
- \partial_i \partial_j k_H(x) = -k_H''(|x|) \frac{x_i x_j}{\|x\|^2} - k_H'(|x|) \frac{\partial}{\partial x_j} \frac{x_j}{\|x\|}
\]

\[
= -k_H''(|x|) \frac{x_i x_j}{\|x\|^2} - k_H'(|x|) \left( \delta_{ij} \frac{x_i x_j}{\|x\|^3} \right),
\]

where \( \delta_{ij} \) is Kronecker’s symbol. By Proposition 4.2 it must be the case that

\[
k_V(x) = -k_V''(|x|) \frac{xx^T}{\|x\|^2} - k_V'(|x|) \left( \frac{xx^T}{\|x\|^2} - \frac{xx^T}{\|x\|^3} \right),
\]

where \( \delta_{ij} \) is Kronecker’s symbol. By Proposition 4.2 it must be the case that

\[
k_V(x) = -k_V''(|x|) \frac{xx^T}{\|x\|^2} - k_V'(|x|) \left( \frac{xx^T}{\|x\|^2} - \frac{xx^T}{\|x\|^3} \right).
\]

Corollary 4.5. Under the assumptions of Proposition 4.4, \( k_V \) is curl-free.

When \( s \geq 2 \), the above follows from Corollary 4.3. However, one can verify that \( k_V \) and \( k_V^\perp \), given by (46), satisfy equation (38), and that the latter operation only involves two derivatives of \( k_H \) (and \( k_H \) is twice differentiable when \( s = 1 \), by Theorem 2.11 and the remark at the end of section 3.1). Therefore Corollary 4.5 also holds when \( s = 1 \). The curl-free property may be seen in the Fourier domain as follows.

Proposition 4.6. Under the assumptions of Proposition 4.4, if \( k_H \) is integrable then \( \hat{k}_V(\xi) = h_H(|\xi|) \) and \( \hat{k}_V(\xi) = h_V(|\xi|) \) Pr_T \( h_H(|\xi|) \) Pr_T \( h_V(\xi) \), with \( h_V = 0 \) and

\[
h_V(\varrho) = (2\pi \varrho) h_H(\varrho), \quad \text{with} \quad h_H(\varrho) = \frac{2\pi}{\varrho^d} \int_0^\infty r^{\mu+1} k_H(r) J_\mu(2\pi \varrho r) dr
\]

and, as usual, \( \mu = \frac{d}{2} - 1 \).

Proof. Assuming just translation invariance, the \((j, \ell)\)th element of \( \hat{k}_V(\xi) \) is

\[
(\hat{k}_V)_{j\ell}(\xi) = -\int_{\mathbb{R}^d} \partial_j \partial_\ell k_H(x) e^{-2\pi i \xi \cdot x} dx
\]

\[
= -(2\pi i \xi_j)(2\pi i \xi_\ell) \int_{\mathbb{R}^d} k_H(x) e^{-2\pi i \xi \cdot x} dx = (2\pi)^2 \xi_j \xi_\ell \hat{h}_H(\xi),
\]

from which we have \( \hat{k}_V(\xi) = (2\pi |\xi|)^2 \hat{k}_H(\xi) \) Pr_T \( h_V(\xi) \). When \( k_H \) is also rotation-invariant, by Proposition 3.9 we must have \( \hat{k}_H(\xi) = h_h(|\xi|) \) with \( h_H(\varrho) \) as in (47), and we conclude immediately.
Figure 7: Commutative diagram illustrating the construction, from the scalar-valued kernel \( k_H : \mathbb{R}^d \to \mathbb{R} \), of the matrix-valued, curl-free kernel \( k_V : \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d \), with interpretation in the Fourier domain. Note that while \( H \hookrightarrow C^s_0(\mathbb{R}^d, \mathbb{R}) \), we have \( V \hookrightarrow C^{s-1}_0(\mathbb{R}^d, \mathbb{R}) \).

The construction of the curl-free kernel \( k_V \) from the scalar-valued kernel \( k_H \) is summarized in Figure 7. We have used the notation \((k_V^\parallel, k_V^\perp)\) to compactly represent the coefficients of \( k_V \) and \((h_V^\parallel, h_V^\perp)\) to represent those of its Fourier transform \( \hat{k}_V \). The dual operator of the negative Hessian in the Fourier domain is the map \( h_H \mapsto (\frac{(2\pi \varrho)^2}{\mu} h_H, 0) \). Under the assumptions of Proposition 4.6 we may actually compute the corresponding “initial” kernel \( k_H \) in terms of the non-zero coefficient \( h_V^\parallel \) of \( \hat{k}_V \); in fact, using the inversion formula (16) and the fact that \( h_H(\varrho) = (\frac{(2\pi \varrho)^2}{\mu} h_V^\parallel(\varrho)) \) yields:

\[
\begin{align*}
\text{(48)} \quad k_H(x) &= k_H(||x||), \quad \text{with} \quad k_H(r) = \frac{1}{2\pi r^\mu} \int_0^\infty \varrho^{\mu-1} h_V^\parallel(\varrho) J_\mu(2\pi \varrho) d\varrho, \\
\text{defined for } r > 0, \text{ where as usual } \mu = \frac{d}{2} - 1.
\end{align*}
\]

We conclude that any integrable, TRI, curl-free kernel \( k_V \) (i.e. with nonnegative \( h_V^\parallel \), and \( h_V^\perp = 0 \)) of a \( (s-1) \)-admissible Hilbert space \( V \) may be derived with the procedure described in Propositions 4.1 and 4.4 (ultimately, by applying formulae (46)) from the kernel \( k_H(x) = k_H(||x||) \) of a \( s \)-admissible Hilbert space of scalar-valued functions, where \( k_H \) is given by formula (48). This proves the generality of the above method for constructing RKHS of curl-free vector fields with TRI kernels.

**Example 2, revisited again.** Consider a RKHS of scalar-valued functions defined in \( \mathbb{R}^d \), denoted by \( H \), with kernel \( k_H(x) = k_H(||x||) \), where \( k_H(r) = b \sigma^2 \exp(-\frac{1}{2} \frac{r^2}{\sigma^2}) \). As long as \( b > 0 \) it is the case that the Hilbert space is \( s \)-admissible, for all \( s \). Formulae (46) yield

\[
\begin{align*}
\text{(49)} \quad k_V^\parallel(r) &= \left( b - \frac{b}{2\sigma^4} r^2 \right) \exp\left(-\frac{1}{2} \frac{r^2}{\sigma^2} \right) \quad \text{and} \quad k_V^\perp(r) = b \exp\left(-\frac{1}{2} \frac{r^2}{\sigma^2} \right),
\end{align*}
\]
which are precisely the equations of the coefficients (31) of the kernel in Example 2 with \( a = b/\sigma^2 \); that is, along the diagonal line of the domain \( D_2 \), which corresponds to curl-free kernels. See Figure 4(b).

**Example 4** (Bessel-type curl-free kernels). Consider the scalar-valued kernel \( k_H(x) = k_H(\|x\|) \), with \( k_H \) given by

\[
k_H(r) = C_0 \left( \frac{r}{\sigma} \right)^{\ell - \frac{d}{2}} K_{\ell - \frac{d}{2}} \left( \frac{r}{\sigma} \right), \quad r \geq 0,
\]

where \( K_{\nu} \) is a modified Bessel function of order \( \nu \). When \( C_0 = C(\sigma, d, \ell) := (2^{\ell + \frac{d}{2} - 1} \pi^{\frac{d}{2}} \Gamma(\ell) \sigma^d)^{-1} \), as in (7) and (19), it is the Green’s function of the differential operator \( L = (1 - \sigma^2 \Delta)^{\ell} \). The corresponding Hilbert space \( H \) is 

\( s \)-admissible, i.e. \( H \hookrightarrow C^s_0(\mathbb{R}^d, \mathbb{R}) \), if \( \ell \geq s + d/2 \). To apply our procedure, we must have at least \( s \geq 1 \). By Lemma A.1 in Appendix A, applying (46) to the kernel (50) yields

\[
k_H^\| (r) = C_0 \left( \frac{r}{\sigma} \right)^{\nu - 1} \left\{ (2\nu - 1) K_{\nu - 1} \left( \frac{r}{\sigma} \right) - \frac{r}{\sigma} K_{\nu} \left( \frac{r}{\sigma} \right) \right\},
\]

\[
k_H^\perp (r) = C_0 \left( \frac{r}{\sigma} \right)^{\nu - 1} K_{\nu - 1} \left( \frac{r}{\sigma} \right),
\]

where \( \nu = \ell - \frac{d}{2} \). From the asymptotic expansion for large arguments of \( K_{\nu} \), given by (78) in Appendix A, one sees that the kernel with coefficients (51a) and (51b) has heavier tails than the Gaussian case (49).

### 4.2. Divergence-free component

We have seen how one can create the matrix-valued kernel a curl-free RKHS by taking the “double gradient” of a scalar-valued kernel. We will now illustrate how a the kernel of a divergence-free RKHS may be created by taking the “double curl” of a matrix-valued scalar kernel (i.e. with equal diagonal entries). Initially we shall limit ourselves to the case \( d = 3 \), which is the most relevant in applications.

**Lemma 4.7.** A \( 1 \)-admissible Hilbert space \( W \hookrightarrow C^1_0(\mathbb{R}^3, \mathbb{R}^3) \) is divergence-free if and only if the linear map \( \text{curl} : W \to C^0_0(\mathbb{R}^3, \mathbb{R}^3) \) is injective.

**Proof.** First assume that \( W \) is divergence-free. If \( \text{curl} w = 0 \) then \( w = \nabla f \) for some scalar function \( f \); therefore \( \Delta f = \text{div} w = 0 \) because \( W \) is divergence-free, and in fact \( f \) must be zero because it is harmonic and it vanishes at infinity. Vice versa, assume that \( \text{curl} \) is injective on \( W \). Take an arbitrary \( w \in W \) and let \( w = w_1 + w_2 \) be its Hodge decomposition (i.e. \( \text{curl} w_1 = 0 \) and
div \ w_2 = 0). We have curl \ w = \ curl \ w_2, so by the injectivity assumption \ w = w_2, whence \ w_1 = 0. Therefore div \ w = div \ w_1 = 0.

Let \ s \geq 1 and consider a \ s\text{-admissible Hilbert space} \ W \hookrightarrow \mathcal{C}_0^s(\mathbb{R}^3, \mathbb{R}^3), and the space of vector fields \ V := \{\curl w \mid w \in W\}. By Lemma (4.7) the “primitive” \ w \in W of \ v = \curl w \in V is unique if and only if \ W is divergence-free. With this condition, we can certainly follow a path that is similar to the one described in the previous section and endow \ V with a reproducing kernel induced by the kernel of \ W.

**Notation.** Given a differentiable matrix-valued function \ G : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} we indicate with \ curl_i^n G the matrix-valued function whose \ i\text{th} column (with \ i = 1, 2, 3) is the curl of the \ i\text{th} column of \ G; the curl is computed with respect to the \ n\text{th} set of variables of \ G (with \ n = 1 or 2). The definition of \ curl_i^n G is obtained by substituting the word “column” with the word “row”. If the matrix-valued functions of only three variables \ g : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} is differentiable, \ curl_i^C g \ (respectively, \ curl_i^R g) simply indicates the matrix whose \ i\text{th} column (row) is the curl of the \ i\text{th} column (row) of \ g, for \ i = 1, 2, 3.

**Proposition 4.8.** For fixed \ s \geq 1, consider a Hilbert space \ W \hookrightarrow \mathcal{C}_0^s(\mathbb{R}^3, \mathbb{R}^3) of divergence-free vector fields, with kernel \ K_W : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}^3. Let \ V := \{\curl w \mid w \in W\} be endowed with the inner product \langle v_1, v_2 \rangle_V := \langle w_1, w_2 \rangle_W, where \ v_1 = \curl w_1 and \ v_2 = \curl w_2. Then \ V \hookrightarrow \mathcal{C}_0^{s-1}(\mathbb{R}^3, \mathbb{R}^3), i.e. it is a \ (s-1)\text{-admissible Hilbert space} of \mathbb{R}^3\text{-valued functions, and its kernel is given by} \ K_V = \curl_1^C \curl_2^R K_W.

**Proof.** We indicate with \ K_W^{ij} \ and \ K_W^{ji} \ the \ i\text{th} row and the \ j\text{th} column of \ K, respectively. One can easily verify that \langle \cdot, \cdot \rangle_V \ is an inner product, \ V \ is complete, and \ V \hookrightarrow \mathcal{C}_0^{s-1}(\mathbb{R}^3, \mathbb{R}^3); therefore \ V \ is a RKHS. For arbitrary \ w \in W let \ v = \curl w; for all \ x, \alpha \in \mathbb{R}^3 \ the kernel \ K_V \ must be such that

\[
\langle K_V(\cdot, x)\alpha, v \rangle_V = \alpha \cdot v(x) = \alpha \cdot \curl w(x)
\]

\[
= \alpha_1(\partial_2 w_3(x) - \partial_3 w_2(x)) + \alpha_2(\partial_3 w_1(x) - \partial_1 w_3(x)) + \alpha_3(\partial_1 w_2(x) - \partial_2 w_1(x))
\]

\[
\overset{(*)}{=} \alpha_1(\partial_2 K_W^{3,2}(\cdot, x) - \partial_3 K_W^{2,2}(\cdot, x)) + \alpha_2(\partial_3 K_W^{1,2}(\cdot, x) - \partial_2 K_W^{1,3}(\cdot, x))
\]

\[
+ \alpha_3(\partial_1 K_W^{2,1}(\cdot, x) - \partial_2 K_W^{1,1}(\cdot, x)), w \rangle_W = \langle (\curl_2^R K_W(\cdot, x))\alpha, w \rangle_W
\]

\[
= \langle \curl[R]_2 K_W(\cdot, x)\alpha \rangle_V \overset{(**)}{=} \langle (\curl_1^C \curl_2^R K_W(\cdot, x))\alpha, v \rangle_V,
\]

where in step (\*) we have used Theorem 2.11, while in (**) the fact that \ curl(\alpha g) = (\curl_2^C g)\alpha \ for any differentiable function \ g : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} and any \ \alpha \in \mathbb{R}^3. This concludes the proof.

In the translation-invariant case we have an immediate consequence.
Proposition 4.9. Under the assumptions of Proposition 4.8, if \( K_W(x, y) = k_W(x - y) \) for some function \( k_W : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} \), then \( K_V(x, y) = k_V(x - y) \) with \( k_V = -\text{curl}^C \text{curl}^R k_W \).

Corollary 4.10. Under the assumptions of Propositions 4.8 with \( r \geq 2 \) and 4.9, for any \( \alpha \in \mathbb{R}^d \) the vector field \( x \mapsto k_V(x)\alpha \) is divergence-free.

Proof. Since \( (\text{curl}^C g)\alpha = \text{curl}(g\alpha) \) for any differentiable matrix-valued function \( g : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} \), it is the case that \( k_V(x)\alpha = (\text{curl}^C \text{curl}^R k_W(x))\alpha = -\text{curl}((\text{curl}^R k_W(x))\alpha) \), and we conclude immediately. \( \blacksquare \)

Lemma 4.11. For any matrix-valued function \( g = [g_{ij}]_{1 \leq i,j \leq 3} : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} \) that is twice differentiable we have:

\[
\text{curl}^C \text{curl}^R g = \text{curl}^R \text{curl}^C g = \begin{bmatrix}
\partial_{ij}^3 & \partial_{ij}^2 g_{23} & \partial_{ij}^2 g_{12} & \partial_{ij}^2 g_{31} & \partial_{ij}^2 g_{21} \\
\partial_{ij}^2 g_{23} & \partial_{ij}^2 g_{31} & \partial_{ij}^2 g_{12} & \partial_{ij}^2 g_{21} & \partial_{ij}^2 g_{31} \\
\partial_{ij}^2 g_{12} & \partial_{ij}^2 g_{31} & \partial_{ij}^2 g_{21} & \partial_{ij}^2 g_{31} & \partial_{ij}^2 g_{21} \\
\partial_{ij}^2 g_{13} & \partial_{ij}^2 g_{23} & \partial_{ij}^2 g_{33} & \partial_{ij}^2 g_{23} & \partial_{ij}^2 g_{33} \\
\partial_{ij}^2 g_{22} & \partial_{ij}^2 g_{32} & \partial_{ij}^2 g_{33} & \partial_{ij}^2 g_{32} & \partial_{ij}^2 g_{33}
\end{bmatrix}.
\]

The above lemma may be proven by direct computation. We note that \( \text{curl}^R \) and \( \text{curl}^C \) commute, and if \( g \) is symmetric (i.e. \( g_{ij} = g_{ji} \) for \( 1 \leq i,j \leq 3 \)) then so is the matrix-valued function \( \text{curl}^C \text{curl}^R g \).

Remark. Before proceeding further we should note that the above procedure and results require the \( s \)-admissible space of vector fields \( W \) (that we use to build the new space \( V \)) to be divergence-free. This sounds like a severe limitation because, as we said at the beginning of the section, our goal here is to formulate a procedure that generates RKHS of divergence-free vector fields. Having to start from such a space does not seem very useful. The next results, that refer to the TRI case, solve this problem. In order to interpret the results in the Fourier domain, we shall assume that the kernels are integrable.

Proposition 4.12. Let \( k_1, k_2 : \mathbb{R}^3 \to \mathbb{R}^{3 \times 3} \) be the TRI, integrable kernels of two \( s \)-admissible Hilbert spaces, with \( s \geq 2 \). If their Fourier transforms have the same divergence-free coefficient \( h^+ \), i.e.

\[
\tilde{k}_1(\xi) = h_1^+(||\xi||) \text{Pr}_x^+ + h_1^-(||\xi||) \text{Pr}_x^- \quad \text{and} \quad \tilde{k}_2(\xi) = h_2^+(||\xi||) \text{Pr}_x^+ + h_2^-(||\xi||) \text{Pr}_x^-,
\]

with \( h_1^+ = h_2^+ = h^+ \), then \( -\text{curl}^C \text{curl}^R k_1 = -\text{curl}^C \text{curl}^R k_2 =: k \), and \( k \) is a divergence-free kernel.
Proof. We first observe that if the Fourier transform a kernel \( k \) has coefficient \( h^\perp = 0 \) then, for all \( \alpha \in \mathbb{R}^3 \), it is the case that \( \text{curl}(k\alpha) = 0 \); but \( \text{curl}(k\alpha) = (\text{curl}^C k)\alpha \), therefore \( \text{curl}^C k = 0 \) and \( \text{curl}^C \text{curl}^R k = 0 \) (by the commutativity of \( \text{curl}^C \) and \( \text{curl}^R \), see Lemma 4.11). By the linearity of the operator \( M \) (and its inverse), introduced by (32), for \( i = 1, 2 \) we have

\[
(52) \quad k_i(x) = k_i^\| (\|x\|) \Pr_x^\| + k_i^\perp (\|x\|) \Pr_x^\perp, \quad \text{with}
\]

\[
(k_i^\|, k_i^\perp) = M^{-1}(h_i^\|, h_i^\perp) = M^{-1}(h_i^\|, 0) + M^{-1}(0, h_i^\perp);
\]

note that \( h_i^\perp = h_2^\perp = h^\perp \). We now apply \( \text{curl}^C \text{curl}^R \) to both \( k_1 \) and \( k_2 \) and, by the first part of the proof, we have that the component that corresponds to the first term on the right-hand side of (52) vanishes for both \( k_1 \) and \( k_2 \); what remains is the second component, which is the same for both kernels. Therefore \( \text{curl}^C \text{curl}^R k_1 = \text{curl}^C \text{curl}^R k_2 \). The resulting kernel is divergence-free because, for \( i = 1, 2 \), we have \( (\text{curl}^C \text{curl}^R k_i)\alpha = \text{curl}[[\text{curl}^R k_i]\alpha] \), for all \( \alpha \in \mathbb{R}^d \).

Consequently, if the coefficients of the Fourier transform \( \hat{k} \) of a kernel \( k \) are \((h^\|, h^\perp)\), then the coefficients of the Fourier transform of \( \text{curl}^C \text{curl}^R k \) must be of the type \((0, h_\ast)\), where \( h_\ast \) only depends on \( h^\perp \). Going back to our original problem of inducing a RKHS structure on \( V := \{ \text{curl} w \mid w \in W \} \) from the one on \( W \) (Propositions 4.8 and 4.9), this suggests an alternative way of computing the kernel \( k_W \).

Namely, we build a new auxiliary Hilbert space \( W_0 \hookrightarrow C_0^s(\mathbb{R}^3, \mathbb{R}^3) \), with a scalar kernel, i.e. of the form \( k_{W_0}(x) = k_{W_0}(\|x\|) \mathbb{I}_3, x \in \mathbb{R}^3 \). Assuming \( k_{W_0} \) is integrable and divergence-free, the coefficients of its Fourier transform \( \hat{k}_{W_0} \) are \((h_0^\|, h_0^\perp) = (0, h)\), for some nonnegative function \( h : \mathbb{R}^+ \to \mathbb{R} \). We define the scalar kernel \( k_{W_0} \) via its Fourier transform, as

\[
(53) \quad \hat{k}_{W_0}(\xi) := h_{W_0}(\|\xi\|) \mathbb{I}_3, \quad \xi \in \mathbb{R}^3, \quad \text{with} \quad h_{W_0} := h;
\]

in other words, the coefficients of \( k_{W_0} \) and \( \hat{k}_{W_0} \) are respectively \( k_{W_0}^\| = k_{W_0}^\perp = k_{W_0} \) and \( h_{W_0}^\| = h_{W_0}^\perp = h_{W_0} \), where we have set \( h_{W_0} = h \), i.e. equal to the non-zero coefficient of the Fourier transform of \( k_{W_0} \). Equivalently, and perhaps more interestingly, \( k_{W_0} \) is the only scalar kernel whose divergence-free component is precisely \( k_W \). The next proposition relates the kernels \( k_W \) and \( k_{W_0} \) explicitly in the spatial domain (as opposed to the Fourier domain); this is summarized by the first and third rows of the diagram of Figure 8.

**Proposition 4.13.** Under the assumptions of Proposition 4.8, if the kernel of \( W \) is TRI and integrable, with Fourier transform \( \hat{k}_W = h(\|\xi\|) \Pr_\xi^\perp, \xi \in \mathbb{R}^3 \), then
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Figure 8: Construction of the divergence-free kernel $k_V$ from the divergence-free kernel $k_W$, and (equivalently) from the auxiliary scalar kernel $k_{W_0}$, with interpretation in the Fourier domain. Note that while $W \hookrightarrow C_0({\mathbb R}^3, {\mathbb R}^3)$ and $W_0 \hookrightarrow C_0^s({\mathbb R}^3, {\mathbb R}^3)$, we have $V \hookrightarrow C_0^{-1}({\mathbb R}^3, {\mathbb R}^3)$.

In $\mathbb{R}^d$, then the kernel $k_{W_0}$, defined in the Fourier domain by (53), has the form $k_{W_0} = k_{W_0}(|x|)I_3$, $x \in \mathbb{R}^3$, with

$$k_{W_0} = \frac{1}{2} k_\parallel + k_\perp.$$

Proof. We have $k_{W_0}(r) = \frac{2\pi}{r} \int_0^\infty \rho^{|\mu+1|} h(\rho) J_\mu(2\pi\rho r) d\rho$, with $\mu = \frac{d}{2} - 1 = \frac{1}{2}$ (since $d = 3$). In addition, since $(h_\parallel, h_\perp) = (0, h)$, by Proposition 3.14

$$k_\parallel(r) = \frac{2\mu + 1}{r^{\mu+1}} \int_0^\infty \rho^\mu h(\rho) J_{\mu+1}(2\pi\rho r) d\rho \quad \text{(where } 2\mu+1=d-1=2)$$

and $k_\perp(r) = \frac{2\pi}{r^\mu} \int_0^\infty \rho^{|\mu+1|} h(\rho) J_\mu(2\pi\rho r) d\rho$

$$- \frac{1}{r^{\mu+1}} \int_0^\infty \rho^\mu h(\rho) J_{\mu+1}(2\pi\rho r) d\rho = k_{W_0}(r) - \frac{1}{2} k_\parallel(r).$$

By Proposition 4.12, since $k_W$ and $k_{W_0}$ have the same coefficient $h_\perp$ in the Fourier domain, we must have $\text{curl}^C \text{curl}^R k_W = \text{curl}^C \text{curl}^R k_{W_0}$; the right-hand side is simpler to compute because $k_{W_0}$ is characterized by only one coefficient (i.e. the function $k_{W_0}$) in the spatial domain. This is done next.

**Proposition 4.14.** If $W_0 \hookrightarrow C_0^s({\mathbb R}^3, {\mathbb R}^3)$, with $s \geq 1$, has scalar kernel of the type $k_{W_0}(x) = k_{W_0}(|x|)I_3$, $x \in \mathbb{R}^3$, and we define $k_V := -\text{curl}^C \text{curl}^R k_{W_0}$, then $k_V(x) = k_V^\parallel(|x|)Pr_\parallel + k_V^\perp(|x|)Pr_\perp$ with

$$k_V^\parallel(r) = -\frac{2}{r} \frac{dk_{W_0}}{dr}(r) \quad \text{and} \quad k_V^\perp(r) = -\frac{1}{r} \frac{dk_{W_0}}{dr}(r) - \frac{d^2k_{W_0}}{dr^2}(r), \quad r > 0.$$
Proof. We first compute the curl “by rows” of \( k_{W_0} \):

\[
\text{curl}^R k_{W_0}(x) = \frac{k''_{W_0}(\|x\|)}{\|x\|} \begin{bmatrix}
0 & x_3 & -x_2 \\
-x_3 & 0 & x_1 \\
x_2 & -x_1 & 0
\end{bmatrix} = f(x) \begin{bmatrix}
v_1(x) \\
v_2(x) \\
v_3(x)
\end{bmatrix},
\]

where \( f(x) := \frac{k''_{W_0}(\|x\|)}{\|x\|} \), and the \( v_i \)'s are the columns of the above matrix. Now we have

\[
\nabla f(x) = \left( \frac{k''_{W_0}(\|x\|)}{\|x\|^2} - \frac{k'_{W_0}(\|x\|)}{\|x\|^3} \right) x \quad \text{and} \quad \text{curl } v_i(x) = 2e_i, \quad \text{for } i = 1, 2, 3,
\]

so that

\[
\text{curl}(fv_1) = \nabla f \times v_1 + f \text{ curl } v_1
\]

\[
= \left( \frac{k''_{W_0}(\|x\|)}{\|x\|^2} - \frac{k'_{W_0}(\|x\|)}{\|x\|^3} \right) \begin{bmatrix}
x_2^2 + x_3^2 \\
-x_1x_2 \\
-x_1x_3
\end{bmatrix} + 2 \frac{k'_{W_0}(\|x\|)}{\|x\|} e_1.
\]

Similar computations hold for \( \text{curl}(fv_2) \) and \( \text{curl}(fv_3) \), which lead to

\[
k_V(x) = -\text{curl}^C \text{ curl}^R k_{W_0}
\]

\[
= -\left( \frac{k''_{W_0}(\|x\|)}{\|x\|^2} - \frac{k'_{W_0}(\|x\|)}{\|x\|^3} \right) \left( \|x\|^2 I_3 - xx^T \right) - 2 \frac{k'_{W_0}(\|x\|)}{\|x\|} I_3
\]

\[
= -2 \frac{k'_{W_0}(\|x\|)}{\|x\|} \text{ Pr}_x - \left( k''_{W_0}(\|x\|) + \frac{k'_{W_0}(\|x\|)}{\|x\|} \right) \text{ Pr}_x^\perp.
\]

Corollary 4.15. Under the assumptions of Proposition 4.14, the elements of \( V \) are divergence-free.

When \( s \geq 2 \), we already knew that the above was true from Corollary 4.10. However (similarly to what happens in the construction of curl-free kernel, described in section 4.1) one can easily verify that \( k_V^\perp \) and \( k_V^\parallel \), given by (54), satisfy equation (35) for \( d = 3 \), and that once again the latter operation only involves two derivatives of \( k_{W_0} \), which is twice differentiable when \( s = 1 \). Therefore Corollary 4.15 also holds when \( s = 1 \). The proposition that follows characterizes the kernel \( k_V \) in the Fourier domain.

Lemma 4.16. If \( g : \mathbb{R}^3 \rightarrow \mathbb{R} \) is a twice-differentiable scalar-valued function and we define \( g = g I_3 \), then it is the case that \( \text{curl}^C \text{ curl}^R g = (\Delta I_3 - \text{Hess})g \).
Proof. By Lemma 4.11, with \( g_{ij} = g \delta_{ij} \), we see immediately that
\[
\text{curl}^C \text{curl}^R g = \begin{bmatrix} \partial_1^2 + \partial_3^2 & -\partial_1 \partial_2 & -\partial_1 \partial_3 \\ -\partial_1 \partial_2 & \partial_1^2 + \partial_3^2 & -\partial_2 \partial_3 \\ -\partial_1 \partial_3 & -\partial_2 \partial_3 & \partial_1^2 + \partial_2^2 \end{bmatrix} = (\Delta I_3 - \text{Hess}) g. \quad \square
\]

**Proposition 4.17.** Under the assumptions of Proposition 4.14, if \( k_{W_0} \) is integrable and \( \hat{k}_{W_0}(\xi) = h(\|\xi\|) I_3, \xi \in \mathbb{R}^3 \), then \( \hat{k}_V(\xi) = h_V^\perp(\|\xi\|) Pr_\perp + h_V(\|\xi\|) Pr_\perp^\perp \), with \( h_V^\perp(\|\xi\|) = (2\pi)^2 h(\|\xi\|) \).

Proof. We have \( k_{W_0}(x) = g(x) I_3 \) with \( g(x) := k_{W_0}(\|x\|), x \in \mathbb{R}^3 \); by Lemma 4.16, it is the case that \( k_V = -\text{curl}^C \text{curl}^R k_{W_0} = (\text{Hess} - \Delta I_3) g \). Now, since \( \int_{\mathbb{R}^3} \partial_j \partial_i g(x) e^{-2\pi i \xi \cdot x} dx = -(2\pi)^2 \xi_j \xi_i \hat{g}(\xi) \) and \( \hat{g}(\xi) = h(\|\xi\|) \), we compute
\[
\hat{k}_V(\xi) = (2\pi)^2 (\|\xi\|^2 I_3 - \xi \xi^T) h(\|\xi\|) = (2\pi\|\xi\|)^2 h(\|\xi\|) Pr_\perp. \quad \square
\]

The situation is completely illustrated by the commutative diagram in Figure 8. In summary, given an arbitrary s-admissible Hilbert space \( W \) of divergence-free vector fields with kernel \( k_W \) (i.e. given the corresponding coefficient in the frequency domain \( h_W^\perp = h \)), we can always build another space \( W_0 \) with a scalar kernel \( k_{W_0} \) such that \( \text{curl}^C \text{curl}^R k_{W_0} = \text{curl}^C \text{curl}^R k_W \). Then by Proposition 4.9 the kernel of the space \( V := \{ \text{curl} w \mid w \in W \} \) may simply be computed as \( k_V = -\text{curl}^C \text{curl}^R k_{W_0} \), i.e. by equations (54).

In fact, given the arbitrariness of \( h_W^\perp = h \), we may start from any Hilbert space \( W_0 \hookrightarrow C_0^s(\mathbb{R}^3, \mathbb{R}^3) \) with a scalar kernel, compute the new coefficients via (54) and these will correspond to the kernel of \( V := \{ \text{curl} w \mid w \in W \} \) for some s-admissible space \( W \) of divergence-free vector fields, whose kernel \( k_W \) we do not need to make explicit. This provides us with a practical procedure for building kernels of divergence-free vector fields. Since \( h(\rho) = (2\pi\rho)^{-2} h_V^\perp(\rho) \), we finally note that by formula (16) we have
\[
(55) \quad k_{W_0}(x) = k_{W_0}(\|x\|) I_3, \quad \text{with} \quad k_{W_0}(r) = \frac{1}{2\pi r^{d/2 + (d-1)/2 + 1}} \int_0^\infty \rho^{d/2 + (d-1)/2} h_V^\perp(\rho) J_{\mu/2}(2\pi r \rho) d\rho
\]
for \( r > 0 \) (\( \mu = \frac{d}{2} - 1 = \frac{1}{2} \)). So the procedure is general, in the sense that any integrable, TRI, divergence-free kernel \( k_V \) of a \( (s-1) \)-admissible Hilbert space \( V \) may be derived by applying formulae (54) to the a scalar kernel \( k_{W_0} \) of a certain Hilbert space \( W_0 \hookrightarrow C_0^s(\mathbb{R}^3, \mathbb{R}^3) \), in fact given by formula (55).

**Generalization to arbitrary dimensions.** Thanks to the interpretation of the differential operator \( -\text{curl}^C \text{curl}^R \) in the Fourier domain provided by
Proposition 4.17, we may actually extend the above procedure, and  
formulae (54), to \(\mathbb{R}^{d\times d}\)-valued TRI kernels, with arbitrary \(d\). The following holds:

**Proposition 4.18.** Let \(k_W \mapsto C^s_0(\mathbb{R}^d, \mathbb{R}^d)\) be integrable and of the form  
k_W(x) = k_W(\|x\|)I_d, with Fourier transform given by \(\hat{k}_W(\xi) = h(\|\xi\|)I_d\). If we define \(k_V\) via its Fourier transform as \(\hat{k}_V(\xi) = \hat{k}_W(\|\xi\|)P^{1/2}_{\|\xi\|}\) with \(h^{1/2}(\varrho) = (2\pi \varrho)^2h(\varrho), \varrho > 0\), then the coefficients of \(k_V\) are given, for \(r > 0\), by

\[
k^\|_V(r) = -d - \frac{1}{r} \frac{dk_{W_0}}{dr}(r) \quad \text{and} \quad k^\perp_V(r) = -d - 2 \frac{dk_{W_0}}{dr}(r) - \frac{d^2k_{W_0}}{dr^2}(r),
\]

**Proof.** By (33a) we have \(k^\|_V(r) = \frac{2\mu+1}{r^{\mu+1}}(2\pi)^2 \int_0^\infty \varrho^{\mu+2}h(\varrho)J_{\mu+1}(2\pi \varrho r) d\varrho\), since \(h^\| = 0\). We note that

\[
\frac{2\pi}{\varrho^{\mu+1}} \int_0^\infty r^{\mu+2} \left( \frac{1}{r} \frac{dk_{W_0}}{dr}(r) \right) J_{\mu+1}(2\pi \varrho r) d\varrho \nonumber
\]

\[
= - \frac{(2\pi)^2}{\varrho^{\mu+1}} \int_0^\infty r^{\mu+1}k_{W_0}(r) J_{\mu+1}(2\pi \varrho r) d\varrho = -2\pi h(\varrho);
\]

in step (*) one uses an argument that is in all similar to the computation in (39). Since the transformation (15), with \(\mu + 1\) instead of \(\mu\), is an involution, it must be the case that

\[
\frac{1}{r} \frac{dk_{W_0}}{dr}(r) = \frac{2\pi}{r^{\mu+1}} \int_0^\infty \varrho^{\mu+2}(-2\pi h(\varrho)) J_{\mu+1}(2\pi \varrho r) d\varrho,
\]

which allows us to complete the computation of \(k^\|_V\) (note that \(2\mu + 1 = d-1\)). To calculate \(k^\perp_V\) we simply use formula (35), which is valid for divergence-free kernels, rewritten as \(k^\perp_V = k^\|_V + \frac{r}{d-1} \frac{dk^\|_V}{dr}\).

By considerations that are in all similar to those above, we conclude that all divergence-free kernels, in arbitrary dimensions, may be obtained from scalar ones via formulae (56), which generalize (54).

**Example 1, revisited again.** Let \(W_0 \mapsto C^s_0(\mathbb{R}^d, \mathbb{R}^d)\) be a RKHS and \(k_{W_0}(x) = k_{W_0}(\|x\|)I_d\), where \(k_{W_0}(r) = \frac{b\varrho^2}{d-1} \exp(-\frac{1}{2} \frac{r^2}{\sigma^2})\), with \(b > 0\); \(W_0\) is \(s\)-admissible, for all \(s\). Formulae (56) yield

\[
k^\|_V(r) = b \exp(-\frac{1}{2} \frac{r^2}{\sigma^2}) \quad \text{and} \quad k^\perp_V(r) = \left( b - \frac{b}{(d-1)\sigma^2} r^2 \right) \exp(-\frac{1}{2} \frac{r^2}{\sigma^2}),
\]
which are precisely the equations of the coefficients (30) of the kernel in Example 1 with \( a = b / ((d - 1)\sigma^2)^{-1} \), which is the line on the boundary of \( D_1 \) that corresponds to divergence-free kernels. See Figure 4(a).

**Example 5** (Bessel-typed divergence-free kernels). Consider the scalar kernel \( k_{W_0}(x) = k_{W_0}(\|x\|)I_d \), with \( k_{W_0} \) given by the right-hand side of (50); if \( \ell > s + d/2 \) then \( W_0 \hookrightarrow C_0^s(\mathbb{R}^d, \mathbb{R}^d) \). Using Lemma A.1, if we apply formulae (56) to such kernel \( k_{W_0} \) we get:

\[
(58a) \quad k_V^\parallel(r) = \frac{C_0}{\sigma^2}(d - 1)\left(\frac{r}{\sigma}\right)^{\nu-1} K_{\nu-1}\left(\frac{r}{\sigma}\right),
\]

\[
(58b) \quad k_V^\perp(r) = \frac{C_0}{\sigma^2}\left(\frac{r}{\sigma}\right)^{\nu-1}\left\{ (2\nu + d - 3) K_{\nu-1}\left(\frac{r}{\sigma}\right) - \frac{r}{\sigma} K_{\nu}\left(\frac{r}{\sigma}\right) \right\},
\]

where \( \nu = \ell - \frac{d}{2} \). Once again, the kernel with coefficients (58a) and (58b) has heavier tails than the Gaussian case (57).

5. Application: matching of landmark points

To illustrate an application of the tools that we developed thus far, in this section we shall study the problem of matching feature points, or “landmarks” [30, 35, 42, 69]. Let \( \Omega \) be an open subset of \( \mathbb{R}^m \). The set of \( N \) labeled landmark points in \( \Omega \) is defined as:

\[
(59) \quad \mathcal{L}^N(\Omega) := \left\{ (P_1, \ldots, P_N) : P_a \in \Omega, P_a \neq P_b \text{ for } a \neq b \right\},
\]

which is in fact a manifold of dimension \( n = Nm \). The generic element of \( \mathcal{L}^N(\Omega) \) is called landmark set. For any pair of elements of \( \mathcal{L}^N(\Omega) \) we will look for a time-dependent velocity field of “minimal energy” (to be defined) that deforms the first landmark set into the other; we shall consider velocity fields in RKHS of the type described in this paper. This will result in the formulation of a Riemannian distance in \( \mathcal{L}^N(\Omega) \). Before proceeding, we first review some some known results.

5.1. Ordinary differential equations and groups of diffeomorphisms

We briefly summarize some facts on ordinary differential equations where the time-dependent velocity fields take their values in RKHS of the type described in this paper, and on the deformations that such dynamical systems generate. The reader is referred to [69] for further details and results.

Consider a 1-admissible Hilbert space \( V \hookrightarrow C_0^1(\Omega, \mathbb{R}^d) \), where \( \Omega \) is an open subset of \( \mathbb{R}^m \); for now we shall not introduce further assumptions of
invariance. We indicate with $\mathcal{X}_V^p := L^p([0, 1], V)$ the space of $V$-valued time-dependent vector fields $t \mapsto v(t, \cdot) \in V$ such that

$$\|v\|_{\mathcal{X}_V^p} := \left( \int_0^1 \|v(t, \cdot)\|_V^p \, dt \right)^{\frac{1}{p}} < \infty.$$ 

In particular, $\mathcal{X}_V^2$ is a subset of $\mathcal{X}_V^1$ and is Hilbert itself with the inner product $\langle u, v \rangle_{\mathcal{X}_V^2} := \int_0^1 \langle u, v \rangle_V dt$.

If $V \hookrightarrow C_0^1(\Omega, \mathbb{R}^d)$ then it is the case [69, §8.2] that for any $v \in \mathcal{X}_V^1$, $t_0 \in [0, 1]$ and $x_0 \in \Omega$ the initial value problem $\dot{z} = v(t, z)$, $z(t_0) = x_0$ has a unique solution of the type $z(t) = \psi(t, t_0, x)$, for $t \in [0, 1]$. We define the function $\varphi_{sl}^v(x) := \psi(t, s, x)$ and call it the flow associated to $v$; it has the group property $\varphi_{sr}^v = \varphi_{rt}^v \circ \varphi_{sr}^v$ for all $r, s, t \in [0, 1]$ and $v \in \mathcal{X}_V^1$. In fact, under the assumption that $V \hookrightarrow C_0^1(\Omega, \mathbb{R}^d)$, we have that for all $v \in \mathcal{X}_V^1$ and $s, t \in [0, 1]$ the map $\varphi_{st}^v : \Omega \to \Omega$ is a diffeomorphism of $\Omega$.

If $V \hookrightarrow C_0^1(\Omega, \mathbb{R}^d)$, we denote with $\mathcal{G}_V := \{ \varphi_{01}^v : v \in \mathcal{X}_V^1 \}$ the set of diffeomorphisms provided by flows associated to elements of $\mathcal{X}_V^1$ at time 1. For any $\psi_1, \psi_2 \in \mathcal{G}_V$ we define

$$d_V(\psi_1, \psi_2) := \inf_{v \in \mathcal{X}_V^2} \left\{ \|v\|_{\mathcal{X}_V^2} \ : \ \psi_2 = \psi_1 \circ \varphi_{01}^v \right\};$$

it was proven by A. Trouvé [69, Theorem 8.15] that the function $d_V$ is a distance on $\mathcal{G}_V$, and that $(\mathcal{G}_V, d_V)$ is a complete metric space. For any $\psi_1, \psi_2 \in \mathcal{G}_V$, their distance may in fact be computed as follows: $d_V(\psi_1, \psi_2) = \inf_{v \in \mathcal{X}_V^2} \{ \|v\|_{\mathcal{X}_V^2} : \psi_2 = \psi_1 \circ \varphi_{01}^v \}$; that is, the search of $v$ may be restricted to the set $\mathcal{X}_V^2 \subset \mathcal{X}_V^1$. The infimum attained in $\mathcal{X}_V^2$: more precisely, for all $\psi_1, \psi_2 \in \mathcal{G}_V$ there exists a time-dependent vector field $v \in \mathcal{X}_V^2$ such that $d_V(\psi_1, \psi_2) = \|v\|_{\mathcal{X}_V^1} = \|v\|_{\mathcal{X}_V^2}$, and it is such that $\|v(t, \cdot)\|_V$ is constant with respect to $t \in [0, 1]$. See [69, Chapter 8] for details.

### 5.2. Interpolation of vector fields

Let $V$ be a non-degenerate RKHS with kernel $K : \Omega \times \Omega \to \mathbb{R}^{d \times d}$, where $\Omega$ is an open subset of $\mathbb{R}^m$; for now we shall introduce no further assumption of translation- and rotation-invariance, or differentiability, of the kernel. We consider the following problem.

**Interpolation Problem 1 (IP\textsubscript{1}).** For any landmark set $S = (x_1, \ldots, x_N) \in \mathcal{L}^N(\Omega)$ and any $N$-tuple of vectors $(\beta_1, \ldots, \beta_N) \in (\mathbb{R}^d)^N$, find a vector field $u \in V$ such that
\[
\begin{cases}
  u(x_a) = \beta_a \text{ for } 1 \leq a \leq N, \\
  \|u\|_V \text{ is minimal.}
\end{cases}
\]

For this purpose, for a fixed \(S = (x_1, \ldots, x_N) \in \mathcal{L}^N(\Omega)\) we define the linear subspace of \(V\):

\[V_S := \{ u \in V \mid u(x_a) = 0 \text{ for all } a = 1, \ldots, N \} .\]

Its orthogonal complement with respect to the inner product \(\langle \cdot, \cdot \rangle_V\) is given by the following result.

**Lemma 5.1.** If \(S = (x_1, \ldots, x_N) \in \mathcal{L}^N(\Omega)\), then \(V_S^\perp = \text{span}\{ K(\cdot, x_a)\alpha \mid a = 1, \ldots, N, \alpha \in \mathbb{R}^d \}^\perp\).

**Proof.** We have that \(u \in V_S\) if and only if

\[
\sum_{a=1}^{N} \alpha_a \cdot u(x_a) = \left\langle \sum_{a=1}^{N} K(\cdot, x_a)\alpha_a, u \right\rangle_V = 0
\]

for all \(\alpha_1, \ldots, \alpha_N \in \mathbb{R}^d\). So \(V_S = \text{span}\{ K(\cdot, x_a)\alpha \mid a = 1, \ldots, N, \alpha \in \mathbb{R}^d \}^\perp\).

But \(\{ K(\cdot, x_a)\alpha \mid a = 1, \ldots, N, \alpha \in \mathbb{R}^d \}\) has finite dimension (and whence it is closed), so the claim follows immediately. \(\square\)

**Proposition 5.2.** Fix \(S = (x_1, \ldots, x_N) \in \mathcal{L}^N(\Omega)\). For any \(u \in V\), there exists a unique \(u_* \in V_S^\perp\) such that \(u_*(x_i) = u(x_i)\) for all \(i = 1, \ldots, N\); it is given by the orthogonal projection of \(u\) onto \(V_S^\perp\).

**Proof.** Let \(u_*\) be the orthogonal projection of \(u\) onto \(V_S^\perp\); then \(u - u_* \in V_S\), i.e. \(u(x_a) = u_*(x_a)\) for \(a = 1, \ldots, N\). On the other hand, if \(u_* \in V_S^\perp\) is such that \(u(x_a) = u_*(x_a)\) for \(a = 1, \ldots, N\), then it is the case that \(u - u_* \in V_S\), i.e. \(u_*\) is the orthogonal projection of \(u\) onto \(V_S^\perp\). \(\square\)

**Corollary 5.3.** Let \(V\) be a RKHS. If a solution \(u\) to \(IP_1\) exists, then \(u \in V_S^\perp\).

If \(u \in V_S^\perp\) is a solution to \(IP_1\) restricted to \(V_S^\perp\), then it is a solution to \(IP_1\) on all of \(V\).

Therefore if the solution to \(IP_1\) exists then it must be in \(V_S^\perp\), i.e. of the form

\[
u(\cdot) = \sum_{b=1}^{N} K(\cdot, x_b)\alpha_b,
\]

for some choice of vectors \(\alpha_1, \ldots, \alpha_N \in \mathbb{R}^d\). The squared norm of such vector fields may be written as \(\|u\|_V^2 = \sum_{a,b=1}^{N} \alpha_a \cdot K(x_a, x_b)\alpha_b\). Inserting \(x_1, \ldots, x_N\) in the above expression and imposing the conditions \(u(x_a) = \beta_a\) for \(1 \leq a \leq N\), and \(\|u\|_V \text{ is minimal.}\)
\[\beta_a = 1, \ldots, N,\] we see that we are looking for vectors \(\alpha_1, \ldots, \alpha_N\) such that

\[
(61) \quad \beta_a = \sum_{b=1}^{N} K(x_a, x_b)\alpha_b, \quad a = 1, \ldots, N.
\]

Introducing now the vectors in \(\mathbb{R}^{Nd}\) and the matrix in \(\mathbb{R}^{Nd \times Nd}\)

\[
(62) \quad \alpha := \begin{bmatrix} \alpha_1 \\ \vdots \\ \alpha_N \end{bmatrix}, \quad \beta := \begin{bmatrix} \beta_1 \\ \vdots \\ \beta_N \end{bmatrix}, \quad \mathbf{K}(x) := \begin{bmatrix} K(x_1, x_1) & K(x_1, x_2) & \cdots & K(x_1, x_N) \\ K(x_2, x_1) & K(x_2, x_2) & \cdots & K(x_2, x_N) \\ \vdots & \vdots & \ddots & \vdots \\ K(x_N, x_1) & K(x_N, x_2) & \cdots & K(x_N, x_N) \end{bmatrix},
\]

we may rewrite (61) simply as \(\beta = \mathbf{K}(x)\alpha\), while \(\|u\|_V^2 = \alpha \cdot \mathbf{K}(x)\alpha\). Note that the matrix \(\mathbf{K}(x)\) is invertible (in fact if \(\mathbf{K}(x)\alpha = 0\) for some \(\alpha \in \mathbb{R}^{Nd}\) then \(\alpha \cdot \mathbf{K}(x)\alpha = 0\); but \(\alpha \cdot \mathbf{K}(x)\alpha\) is the left-hand side of (3), so if \(V\) is non-degenerate we must have \(\alpha = 0\)). Therefore the only solution to \(\beta = \mathbf{K}(x)\alpha\) is \(\alpha = \mathbf{K}(x)^{-1}\beta\). In conclusion, there exists a unique solution to IP1 when this is restricted to \(V^\perp\), which is the vector field (60) with \(\alpha = \mathbf{K}(x)^{-1}\beta\).

By Corollary 5.3 this is the only solution to IP1 (on all of \(V\)).

5.3. Landmark matching via diffeomorphisms, with differential geometric interpretation

We will now formulate and provide a method for solving the more difficult problem of matching landmark sets with flows of diffeomorphisms. For \(\Omega \subseteq \mathbb{R}^d\) open and connected, we introduce the further assumption that the non-degenerate RKHS is 1-admissible, i.e. \(V \hookrightarrow C_0^1(\Omega, \mathbb{R}^d)\).

**Interpolation Problem 2 (IP2).** For any two sets \(I = (x_1, \ldots, x_N)\) and \(J = (y_1, \ldots, y_N)\) in \(\mathcal{L}^N(\Omega)\), find a time-dependent vector field \(v \in \mathcal{X}_V^2\) such that

\[
\begin{cases}
\varphi^v_{01}(x_a) = y_a \quad \text{for } 1 \leq a \leq N, \text{ and} \\
\|v\|_{\mathcal{X}_V^2} \text{ is minimal.}
\end{cases}
\]

For \(v \in \mathcal{X}^2_V\), \(S = (x_1, \ldots, x_N) \in \mathcal{L}^N(\Omega)\) and \(s, t \in [0, 1]\), we let \(\varphi^v_{st}(S) := (\varphi^v_{st}(x_1), \ldots, \varphi^v_{st}(x_N))\), where \(\varphi^v_{st}\) is the flow associated to \(v\). Since \(\varphi^v_{st}\) is a diffeomorphism we have \(\varphi^v_{st}(x_a) \neq \varphi^v_{st}(x_b)\) for \(a \neq b\), whence \(\varphi^v_{st}(S) \in \mathcal{L}^N(\Omega)\). We also introduce the subset of \(\mathcal{X}^2_V\):

\[
\mathcal{X}^2_V(S) := \{v \in \mathcal{X}^2_V \mid v(t, \cdot) \in V^\perp_{\varphi^v_{st}(S)}, \text{ for all } t \in [0, 1]\}.
\]
Theorem 5.4. Assume that $V$ is a 1-admissible Hilbert space, and let $S = (x_1, \ldots, x_N) \in L^N(\Omega)$. For any $v \in \mathcal{X}_D^2$ there exists a vector field $v_* \in \mathcal{X}_D^2(S)$ such that $\varphi^v_{0t}(x_a) = \varphi^v_{0t}(x_a)$ for all $t \in [0, 1]$ and $a = 1, \ldots, N$, and it is such that $\|v_*(t, \cdot)\|_V \leq \|v(t, \cdot)\|_V$ for all $t \in [0, 1]$.

Proof. Fix $v \in \mathcal{X}_D^2$, and for all $t \in [0, 1]$ let $v_*(t, \cdot)$ be the projection of $v(t, \cdot) \in V$ onto $V_{\varphi^v_{0t}(S)}$; by Corollary 5.3 it is in fact the vector field of minimal norm $\|\cdot\|_V$ such that, for all $a = 1, \ldots, N$, $v_*(t, \varphi^v_{0t}(x_a)) = v(t, \varphi^v_{0t}(x_a))$. Therefore, by the uniqueness of solutions to ordinary differential equations (discussed in §5.1), it must be the case that $\varphi^v_{0t}(x_a) = \varphi^v_{0t}(x_a)$, for all $t \in [0, 1]$ and $a = 1, \ldots, N$. This also implies that $V_{\varphi^v_{0t}(S)} = V_{\varphi^v_{0t}(S)}$, therefore $v_*(t, \cdot) \in V_{\varphi^v_{0t}(S)}$ for all $t \in [0, 1]$, i.e. $v_* \in \mathcal{X}_D^2(S)$. Also, by construction we have that $\|v_*(t, \cdot)\|_V \leq \|v(t, \cdot)\|_V$ for all $t \in [0, 1]$. \hfill \Box

Whence the solutions of the problem IP$_2$ must be searched among the vector fields of the form

$$v(t, \cdot) = \sum_{b=1}^N K(\cdot, x_b(t)) \alpha_b(t), \quad t \in [0, 1],$$

for some set of functions $\alpha_a : [0, 1] \to \mathbb{R}^d$, $a = 1, \ldots, N$, where we have introduced for simplicity the notation $x_a(t) := \varphi^v_{0t}(x_a)$, $a = 1, \ldots, N$ (the above equation is precisely expression (1) in the introduction). Note therefore that expression (63) for $v$ is implicit, in that the trajectories $x_a$, $a = 1, \ldots, N$, also depend on $v$. We can parametrize the search space $\mathcal{X}_D^2(S)$ of the solution to IP$_2$ by the functions $\alpha_a$, $a = 1, \ldots, N$. Similarly to what was done earlier, for all $t \in [0, 1]$ we introduce the vectors in $\mathbb{R}^{Nd}$ and matrix in $\mathbb{R}^{Nd \times Nd}$:

$$\alpha(t) := \begin{bmatrix} \alpha_1(t) \\ \vdots \\ \alpha_N(t) \end{bmatrix}, \quad \mathbf{x}(t) := \begin{bmatrix} x_1(t) \\ \vdots \\ x_N(t) \end{bmatrix},$$

$$K(\mathbf{x}(t)) := \begin{bmatrix} K(x_1(t), x_1(t)) & \cdots & K(x_1(t), x_N(t)) \\ K(x_2(t), x_1(t)) & \cdots & K(x_2(t), x_N(t)) \\ \vdots & \ddots & \vdots \\ K(x_N(t), x_1(t)) & \cdots & K(x_N(t), x_N(t)) \end{bmatrix}.$$  

(64)  

Note that since we assumed that $V \subseteq C^1_0(\Omega, \mathbb{R}^d)$ is non-degenerate, the matrix $K(\mathbf{x}(t))$ is invertible for all $t \in [0, 1]$. Note also that the norm of the vector fields of the type (63) may be written as $\|v(t, \cdot)\|_V = \alpha(t) \cdot K(\mathbf{x}(t)) \alpha(t)$, by the reproducing property of $K$. Therefore the solutions
to IP_2 must be searched in the space \( X^2_\Omega(S) \), whose elements have norm that may also be parametrized by the functions \( \alpha_a, a = 1, \ldots, N \), as follows:

\[
\|v\|_{X^2_\Omega}^2 = \int_0^1 \sum_{a,b=1}^N \alpha_a(t) \cdot K(x_a(t), x_b(t)) \alpha_b(t) \, dt = \int_0^1 \alpha(t) \cdot K(x(t)) \alpha(t) \, dt,
\]

where, we remind the reader, \( x_a(t) := \varphi^v_{ut}(x_a) \), for \( t \in [0, 1] \) and \( a = 1, \ldots, N \). Therefore, by definition, it must be the case that \( \dot{x}_a(t) = v(t, x_a(t)) \); by expression (63), we must have

\[
\dot{x}_a(t) = \sum_{b=1}^N K(x_a(t), x_b(t)) \alpha_b(t), \quad t \in [0, 1], \quad a = 1, \ldots, N,
\]

or, with the compact notation introduced in (64), \( \dot{x}(t) = K(x(t))\alpha(t) \), for \( t \in [0, 1] \). We conclude that the squared norm (65) of vector fields in \( X^2_\Omega \) of the type (63) may be rewritten as:

\[
\|v\|_{X^2_\Omega}^2 = \int_0^1 \dot{x}(t) \cdot K(x(t))^{-1} \dot{x}(t) \, dt,
\]

where \( x_a : [0, 1] \to \mathcal{L}^N(\Omega) \), and \( a = 1, \ldots, N \), are the trajectories determined by the vector field \( v \).

We note that the right-hand side of (66) may be interpreted in differential geometric terms \([36, 37]\) as the energy of a curve \( t \mapsto x(t) \) on the \( Nd\)-dimensional manifold \( \mathcal{L}^N(\Omega) \) with respect to a Riemannian metric (remember that \( \Omega \subseteq \mathbb{R}^d \), as specified earlier). In the coordinates of the landmark points, which we indicate here generically as \( (q^1, \ldots, q^N) \in \mathcal{L}^N(\Omega) \) with \( q^a = (q^{a1}, \ldots, q^{ad}) \in \mathbb{R}^d \) for \( a = 1, \ldots, N \), the corresponding metric tensor is written as the \( Nm \times Nm \) matrix-valued function:

\[
g(q^1, \ldots, q^N) := \begin{bmatrix}
K(q^1, q^1) & K(q^1, q^2) & \cdots & K(q^1, q^N) \\
K(q^2, q^1) & K(q^2, q^2) & \cdots & K(q^2, q^N) \\
\vdots & \vdots & \ddots & \vdots \\
K(q^N, q^1) & K(q^N, q^2) & \cdots & K(q^N, q^N)
\end{bmatrix}^{-1}.
\]

We now introduce notation from mechanics \([3]\), namely \( q^a(t) := x_a(t) \in \mathbb{R}^{Nd} \) and \( p_a(t) := \alpha_a(t) \in \mathbb{R}^{Nd} \), with \( t \in [0, 1] \) and \( a = 1, \ldots, N \), for landmark positions and momenta, respectively; also, we shall write \( q(t) := x(t) \)
and \( p(t) := \alpha(t), \ t \in [0,1] \). Whence \( \dot{x}(t) = \mathbf{K}(x(t))\alpha(t) \) translates into

\[
\dot{q}^a(t) = \sum_{b=1}^{N} K(q^a(t), q^b(t)) \frac{p_b(t)}{p_b} \quad \in [0,1], \quad a = 1, \ldots, N,
\]

which is nothing but the “sharp” isomorphism of differential geometry (raising of the indices) with respect to the metric tensor (67), that maps cotangent vectors into tangent vectors (this justifies the upper location of the indices in \( q^a, a = 1, \ldots, N \)). From the energy of the curve (66) we deduce immediately the form of the Lagrangian function \([3, 36]\) for landmarks, that is

\[
L(q, \dot{q}) = \frac{1}{2} \dot{q} \cdot g(q) \dot{q},
\]

and the Hamiltonian function which we may write as:

\[
H(p, q) = \frac{1}{2} p \cdot (g(q))^{-1} p = \frac{1}{2} \sum_{a,b=1}^{N} p_a \cdot K(q^a, q^b) p_b
\]

\[
= \frac{1}{2} \sum_{a,b=1}^{N} \sum_{i,j=1}^{d} K_{ij}(q^a, q^b) p_{ai} p_{bj},
\]

where we have explicitly written the components of the momenta \( p_a = (p_{a1}, \ldots, p_{ad}), a = 1, \ldots, N \), and we have indicated with \( K_{ij} \) the \((i,j)\)th element of the matrix-valued kernel \( K \). We shall use (69) in the next section to study the dynamics induced by the landmark matching problem.

**Discussion.** In light of the above, the landmark trajectories resulting from vector fields \( v \in X^d_0 \) that solve IP_2 will be length-minimizing geodesics in \( \mathcal{L}^N(\Omega) \), with respect to the metric tensor (67), that connect the landmark sets \( I = (x_1, \ldots, x_N) \) and \( J = (y_1, \ldots, y_N) \). Once such length-minimizing geodesics \( q : [0, 1] \to \mathcal{L}^N(\Omega) \) are known, the momenta are computed via the inversion of the equations (68) (i.e. by \( p(t) = \mathbf{K}(q(t))^{-1} \dot{q}(t), \ t \in [0,1] \)), while the corresponding \( v \in X^d_0 \) is obtained via formula (63). We also have, by the results summarized in §5.1, that the resulting geodesic distance between the landmark sets \( I = (x_1, \ldots, x_N) \) and \( J = (y_1, \ldots, y_N) \) in \( \mathcal{L}^N(\Omega) \) is equal to \( d_V(\varphi_{01}^v, \text{id}) \), i.e. the distance in the group of diffeomorphisms \( G_V \) between the \( \varphi_{01}^v \) and the identity diffeomorphism.

Finally, we note that the shape of the geodesics in \( \mathcal{L}^N(\Omega) \) must clearly depend on the initial choice of the Hilbert space \( V \to C^1_0(\Omega, \mathbb{R}^d) \), i.e. on its kernel; some examples will be seen later. We refer the reader to \([42]\) for a study of the geometry (in particular, of the sectional curvature) of \( \mathcal{L}^N(\mathbb{R}^d) \) equipped with the metric (67) in the case of scalar kernels, i.e. of the form \( K(x, y) = k(\|x - y\|)1_d \).
5.4. Hamiltonian dynamics

In the previous section we derived the Hamiltonian induced by the matching problem for landmark sets. We shall now develop Hamilton’s equations, i.e. the geodesic equations in $\mathcal{L}^N(\Omega)$ with respect to the metric tensor (67). Also, we will consider the particular case of TRI kernels.

**Proposition 5.5.** Let $V \hookrightarrow C^1_0(\Omega, \mathbb{R})$, with $\Omega \subseteq \mathbb{R}^d$ open and connected, be a RKHS with kernel $K$. Hamilton’s equations for the manifold $\mathcal{L}^N(\mathbb{R}^d)$ equipped with the metric tensor (67) are given by:

\[
\begin{align}
\dot{q}^a &= \sum_{b=1}^{N} K(q^a, q^b) p_b \tag{70a} \\
\dot{p}_{ai} &= -\sum_{b=1}^{N} \sum_{j,k=1}^{d} \partial_{i,j} K_{jk}(q^a, q^b) p_{aj} p_{bk} \tag{70b}
\end{align}
\]

for $a = 1, \ldots, N$ and $i = 1, \ldots, d$.

As in section 4, $\partial_{n,i} K$ in (70b) indicates the partial derivative of the map $(x_1, \ldots, x_d, y_1, \ldots, y_d) \mapsto K(x, y)$ with respect to the $i$-th component ($i = 1, \ldots, d$) of the $n$-th variable ($n = 1, 2$).

**Proof.** Computing $\dot{q}^a = \frac{\partial H}{\partial p_a}$ yields the first equation immediately. Also:

\[
\begin{aligned}
\frac{\partial}{\partial q^{\ell}} K_{jk}(q^{b_1}, \ldots, q^{b_D}, q^{c_1}, \ldots, q^{c_D}) &= \sum_{\ell=1}^{D} \left( \partial_{1,\ell} K_{jk}(q^b, q^c) \delta_{\ell,\delta} \frac{\partial q^\delta}{\partial q^\ell} + \partial_{2,\ell} K_{jk}(q^b, q^c) \frac{\partial q^c}{\partial q^\ell} \right) \\
&= \sum_{\ell=1}^{D} \left( \partial_{1,\ell} K_{jk}(q^b, q^c) \delta_{\ell,\delta} + \partial_{2,\ell} K_{jk}(q^b, q^c) \delta_{\ell,\delta} \right) \\
&= \partial_{1,j} K_{jk}(q^b, q^c) \delta_{\ell,\delta} + \partial_{2,j} K_{jk}(q^b, q^c) \delta_{\ell,\delta}.
\end{aligned}
\]

Since $K_{jk}(x, y) = K_{kj}(y, x)$ we also have $\partial_{2,j} K_{jk}(x, y) = \partial_{1,j} K_{kj}(y, x)$, thus

\[
\begin{aligned}
\dot{p}_{ai} &= -\frac{\partial H}{\partial q^a} = -\frac{1}{2} \sum_{b,c=1}^{N} \sum_{j,k=1}^{D} \left( \partial_{1,j} K_{jk}(q^b, q^c) \delta_{a,\delta} + \partial_{1,j} K_{kj}(q^c, q^b) \delta_{a,\delta} \right) p_{bj} p_{ck} \\
&= -\frac{1}{2} \sum_{j,k=1}^{D} \sum_{c=1}^{N} \partial_{1,j} K_{jk}(q^a, q^c) p_{aj} p_{ck} + \sum_{b=1}^{N} \partial_{1,i} K_{kj}(q^a, q^b) p_{bj} p_{ak} \\
&= -\sum_{j,k=1}^{D} \sum_{c=1}^{N} \partial_{1,i} K_{jk}(q^a, q^c) p_{aj} p_{ck}
\end{aligned}
\]

where, in the last step, we have simply relabeled the indices. \qed

We now assume that $\Omega = \mathbb{R}^d$ and that the kernel of $V$ is translation-invariant, i.e. $K(x, y) = k(x - y)$, for some function $k : \mathbb{R}^d \rightarrow \mathbb{R}^{d \times d}$. In this case Hamilton’s equations obviously become:
\[ q^a = \sum_{b=1}^{N} k(q^a - q^b) p_b \]

(71a)

\[ \dot{p}_{ai} = -\sum_{b=1}^{N} p_a \cdot \frac{\partial k}{\partial x_i}(q^a - q^b) p_b \]

(71b)

with \( a = 1, \ldots, N \) and \( i = 1, \ldots, d \). In the translation- and rotation-invariant case (TRI kernels) the equations take a form that is determined by differentiating the general expression (10).

**Proposition 5.6.** Consider a Hilbert space \( V \hookrightarrow C^1_0(\mathbb{R}^d, \mathbb{R}^d) \) with a TRI kernel. Then

\[ \frac{\partial k}{\partial x_i}(x) = \frac{x_i}{\|x\|} \left[ \frac{\partial k}{\partial r}(\|x\|) \Pr(x) + \frac{\partial k}{\partial r}(\|x\|) \Pr^-(x) \right] + \|x\| \tilde{k}(\|x\|) \left[ \frac{e_i x^T + x e_i^T}{\|x\|} - 2 \frac{x_i}{\|x\|} \Pr(x) \right], \]

(72)

for \( i = 1, \ldots, d \), where \( \tilde{k} \) is given by (11).

**Proof.** We differentiate the generic matrix element (12) with respect to \( x_i \):

\[
\frac{\partial k_{jk}}{\partial x_i}(x) = \left( \frac{\partial k_{jk}}{\partial x_i}(x) \right) = \frac{x_i}{\|x\|} \left[ \frac{\partial k}{\partial r}(\|x\|) \Pr(x) + \frac{\partial k}{\partial r}(\|x\|) \Pr^-(x) \right] + \|x\| \tilde{k}(\|x\|) \left[ \frac{e_i x^T + x e_i^T}{\|x\|} - 2 \frac{x_i}{\|x\|} \Pr(x) \right] + \frac{\partial k_{jk}}{\partial \|x\|}(\|x\|) \frac{x_i \cdot \tilde{x}}{\|x\|},
\]

where \( \delta_{ij} \) is Kronecker’s delta. We note that we have \((e_i x^T)_{jk} = x_k \delta_{ij}\) and \((x e_i^T)_{jk} = x_j \delta_{ik}\), so we can rewrite the above in matrix form as follows:

\[
\frac{\partial k}{\partial x_i}(x) = \frac{x_i}{\|x\|} \left[ \frac{\partial k}{\partial r}(\|x\|) - \frac{\partial k}{\partial r}(\|x\|) \right] \frac{x x^T}{\|x\|^2} + \|x\| \tilde{k}(\|x\|) \left[ \frac{e_i x^T + x e_i^T}{\|x\|} - 2 \frac{x_i}{\|x\|} \frac{x x^T}{\|x\|} \right] + \frac{\partial k_{jk}}{\partial \|x\|}(\|x\|) \frac{x_i \cdot \tilde{x}}{\|x\|},
\]

the proof is completed by using the the projection operators (8).

**Corollary 5.7.** Under the assumptions of Proposition 5.6, if \( V \) is divergence-free, i.e. if condition (35) also holds, the partial derivatives (72) be-
Corollary 5.8. Under the assumptions of Proposition 5.6, if $V$ is curl-free, i.e. if condition (38) also holds, the partial derivatives (72) become

$$\frac{\partial k}{\partial x_i}(x) = \frac{x_i}{\|x\|} \left[ \frac{d+1}{d-1} \frac{dk^\parallel}{dr}(\|x\|) \Pr^\parallel(x) + \frac{dk^\perp}{dr}(\|x\|) \Pr^\perp(x) \right]$$

$$- \frac{1}{d-1} \frac{dk^\parallel}{dr}(\|x\|) \frac{e_i x^T + x e_i^T}{\|x\|}.$$  

For any given choice of differentiable coefficients $(k^\parallel, k^\perp)$, the expression (72) can be inserted into (71b), and Hamilton's equations may be solved numerically to yield the landmark trajectories. Once these are known, the time dependent velocity field (63) can be computed (with $x_a = q^a$ and $\alpha_a = p_a$); integrating numerically the differential equation $\partial_t \phi^a_0(t,x) = v(t, \phi^a_0(x))$, with initial condition $\phi^a_0(0,x) = x$, yields the diffeomorphisms $\phi^a_1$. This is shown in the next section for different choices of the TRI kernel $k$.

6. Numerical results

Figure 9 shows the vector field $u(x) = \sum_{a=1}^3 k(x - q^a)\alpha_a$, which is of the type (63), with landmarks given by $q^1 = (-1,0)$, $q^2 = (-1/2,1)$, $q^3 = (1,0)$ in $L^3(\mathbb{R}^2)$, and momenta $\alpha_1 = (1/\sqrt{2}, 1/\sqrt{2})$, $\alpha_2 = (-2/\sqrt{5}, 1/\sqrt{5})$, $\alpha_3 =$.
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\((-2/\sqrt{5}, -1/\sqrt{5})\) (so in this case \(\|a\|_{\mathbb{R}^2} = 1\) for \(a = 1, 2, 3\)), but for three different choices of the TRI kernel \(k\). The first one is the Gaussian scalar kernel \(k_1(x) = k(||x||)I_2\) where \(k(r) = \exp(-\frac{1}{2}r^2/\sigma^2)\), with \(2\sigma^2 = 1\), the second one is the kernel (31) from Example 2, and the third one is the kernel (30) from Example 1; in the last two cases, \(a = 2, b = 1, 2\sigma^2 = 1\) and \(d = 2\), so that the two kernels are, respectively, curl-free and divergence-free. It should be apparent that given the completely different nature of the kernels and the corresponding vector fields, so should be the landmark trajectories obtained by integrating Hamilton’s equation (71a) and (71b) as well as the corresponding diffeomorphisms of the ambient space. Here we shall give examples of such trajectories and diffeomorphisms for the above choices of the kernel.

6.1. Landmarks shooting

Figure 10 shows the landmark trajectories that result from shooting landmarks, i.e. from solving Hamilton’s equations (71a) and (71b) as an initial value problem, namely with specified initial landmark sets in \(L^2(\mathbb{R}^2)\) and initial momenta. The grid in each graph represent the corresponding diffeomorphism \(\varphi^{v}_{01}\), which is obtained from the landmark trajectories by integrating numerically the differential equation \(\partial_t \varphi^{v}_{01}(t, x) = v(t, \varphi^{v}_{01}(x))\) with initial condition \(\varphi^{v}_{00}(x) = x\), where \(v\) is given by equation (63). This is done for the above three choices of Gaussian kernels (scalar, curl-free, and divergence-free), with parameters \(\sigma^2 = 1/32, b = \sigma^2, a = b\sigma^2\) and obviously \(d = 2\) since we are working in two dimensions. Specifically, the first column shows the numerical solution of the above problem when the initial landmark set is \((q^1, q^2) = ((0, 0), (0, 0.15))\) and the momenta are parallel and both oriented to the right, namely \((p_1, p_2) = ((15, 0), (15, 0))\).

The geodesics in the scalar case had already been examined in [42]; we note that their behavior in the curl-free case is qualitatively similar. By Liouville’s Theorem [3] a time-dependent divergence-free vector field \(v\) generates a flow \(\varphi^{v}_{0t}\) that preserves volume; such preservation shows clearly for the diffeomorphism in the last figure on the right, which is distinctly different from the previous two in the shape of the landmark geodesics as well. On the other hand, the second column illustrates the geodesic curves resulting from shooting landmarks in parallel but opposite directions: that is, with initial configuration \((q^1, q^2) = ((-0.4, -0.125), (0.4, 0.125))\) and initial momenta \((p_1, p_2) = ((20, 0), (-20, 0))\). Once again, we notice that volume is preserved in the diffeomorphism induced by the divergence-free kernel; the path followed by the landmarks in this case is also characteristically different, in that in order to avoid compression the two landmarks do not spiral but tend to steer away from each other.
Figure 10: Landmark trajectories in $L^2(\mathbb{R}^2)$ for three different kernels (scalar, curl-free, and div-free); bullets (●) and stars (⋆) are the initial and final configurations, respectively, and the arrows are the initial momenta. The grid illustrates the diffeomorphism $\varphi$ of the ambient space. The length of the bar at the bottom left of each graph shows the width $\sqrt{2}\sigma$ of each kernel.

6.2. Exponential map for landmarks

Figure 11 shows exponential maps $\exp_q(t\dot{q}(0))$ in $L^2(\mathbb{R}^2)$ for the above choices of the Gaussian kernel (scalar, curl-free, and divergence-free); with the same choice of parameters as in the landmark shooting examples. In all three cases, the initial landmark positions are fixed at $q = (q^1, q^2) =$
Figure 11: Exponential maps $\exp_q(t\dot{q}(0))$ in $L^2(\mathbb{R}^2)$ for scalar, curl-free, and div-free Gaussian-type kernels; the initial landmark configuration $q = (q_1, q_2)$ is shown in the first graph. The black grids (bottom halves) and red grids (top halves) illustrate the geodesic trajectories initiating from $q_1$ and $q_2$ respectively, for different choices of initial momenta ($p_1, p_2$ are chosen symmetrically with respect to the horizontal axis), and sampled in $t \in [0, 1]$. We observe that the exponential maps for the Gaussian scalar and curl-free kernels are qualitatively similar, in that they have one “folding”: this illustrates the existence of conjugate points, i.e. landmark sets in $L^2(\mathbb{R}^2)$ that are connected to the initial configuration $q = (q_1, q_2)$ by distinct geodesic paths. The situation becomes considerably more complex in the divergence-free kernel case, where we observe multiple foldings: the exponential map keeps adding extra folds as $t$ increases, and the existence of several distinct trajectories connecting landmark sets to the initial configuration is apparent.

Figure 12 shows a detail of the same exponential map in the region where most foldings occur, and a single trajectory of landmarks in the divergence-free case (with initial horizontal momenta, $\theta = 0$), at different spatial scales; note that the latter trajectory exhibits an apparent “periodic” behavior. Our interpretation of this phenomenon, that only appears in the divergence-free case, is that for two landmarks to move in the same direction in an incompressible fluid, they have to “swim” in such fashion so that the fluid gets out...
of the way as they proceed along their paths. This qualitative behavior and
the related differential geometry of $\mathcal{L}^N(\mathbb{R}^d)$, equipped with the metric (67)
for TRI kernels, should be investigated further. Regarding the computational
complexity for both the shooting trajectories and the exponential maps, the
running time for our code is just a few seconds on a Macbook Pro laptop
computer equipped with a 2.66 GHz Intel Core i7 processor.

6.3. Application to real data

Finally, Figure 13 shows the high-resolution deformation of a template for
planum temporale [55, 56, 57] to a target using the currents approach for
surface matching [28, 66] and using three different deformation kernels. The
first one is a scalar the Gaussian kernel $k(x) = k(||x||)$, $x \in \mathbb{R}^3$, where $k$ is
given by (17); the second one and third one are, respectively, the Gaussian-
type curl-free and divergence-free matrix-valued TRI kernels of Example 2
and Example 1, in three dimensions. The diameter of the planum temporale
template is 44mm, while the length parameter of the Gaussian kernels is $\sigma = 7mm$. The deformation is sampled and shown at four different times: $t = 0$
(no deformation), $t = 1/3$, $t = 2/3$, and $t = 1$ (template matched to target).
A cubic grid is also shown to illustrate, for each kernel and at each sampled
time instant, the corresponding deformation of the ambient space.

The code was written in C++ and run on on a Macbook Pro laptop computer
equipped with a 2.66 GHz Intel Core i7 processor: each of the three
computations took approximately one and a half hours (it was about 25%
faster in the scalar case). The template surface has 854 vertices and 1,532
triangles, while the target surface has 662 vertices and 1,160 triangles: there-
Figure 13: Deformation of a template (in purple) for *planum temporale* to a target (in red) using three different Gaussian kernels: scalar (first column), curl-free (second column), and divergence free (third column). The diameter of the *planum temporale* template is 44mm, while the length parameter of the Gaussian kernels is $\sigma = 7$mm. The deformation is sampled at four different times along the geodesic flow: $t = 0$, $t = 1/3$, $t = 2/3$, and $t = 1$, and each sample is shown in the first, second, third, and fourth rows, respectively. The deformed template is plotted in green in each figure. A cubic grid is also shown to illustrate, for each type of kernel and at each time instant, the corresponding deformation of the ambient space.
fore we have 854 moving points, which is also the number of momentum vectors. Thus, at each step of the energy minimization process we integrate a system of $854 \times 3 = 2,562$ differential equations in order to evaluate the functional and compute its gradient. Moreover, for the scalar kernel we coded the matching algorithm in the CUDA language (Compute Unified Device Architecture) for Nvidia graphics processing units, which allows developers to access the parallel throughput architecture of such devices: the resulting computational time for the matching in the scalar case was just around one minute (as opposed to one and a half hours!). While we have not yet followed the same procedure for the matrix-valued (curl-free and divergence-free) kernels, we are confident that the computing time in these two instances would be comparable to the scalar case.

**Curl-free vs. divergence-free.** Finally, we should note that we chose the planum temporale just to demonstrate that data of this nature can be handled in a computationally efficient manner with TRI kernels of the above type. However, for specific applications certain kernels are more appropriate than others. For example, as we recalled previously, by Liouville’s Theorem [3] divergence-free vector fields produce volume-preserving diffeomorphisms, therefore divergence-free kernels are more suitable for applications where the deformations involved are a priori known to preserve volume; this is a property e.g. of the contractions of the muscular tissues of the heart [9, 40]. On the other hand, curl-free kernels may be used for the longitudinal studies of deformations that are “purely” caused by the growth or loss of matter; in neuroscience the former instance typically occurs during the development of the brain, while the latter is either caused by aging or by neurodegenerative diseases such as Alzheimer’s. Regarding the latter case, we should mention a recent paper by Lorenzi et al. [39], where the authors use the irrotational (curl-free) component of the deformation and the corresponding potential to identify areas of maximal volume change in patients affected by the disease, and quantify longitudinal atrophy in such regions.

### 7. Conclusions

In this paper we have provided a thorough and systematic study of matrix-valued definite positive kernels that induce translation- and rotation-invariant metrics in the corresponding Reproducing Kernel Hilbert Spaces. We have conducted a novel analysis of such kernels in the Fourier domain: here the classification of spaces of curl-free and divergence free vector fields is very natural, in that each corresponds to one of the two coefficients of the Fourier transform of the kernel being equal to zero. This allows one to perform the Hodge decomposition in RKHS via the computation of Hankel transforms (which may be done analytically or numerically). We have also devised a
method for building curl-free and divergence-free kernels via an appropriate differentiation of scalar kernels; we have also proven that this constructive procedure is general, in that any TRI kernel (more precisely, the terms of its Hodge decomposition) may be obtained this way. Such a method may thus be used to design a large class of positive kernels. We have given a summary of the application of the LDDMM approach to the interpolation of vector fields and the matching of landmark points, together with the differential geometric interpretation and the derivation of the corresponding Hamiltonian. Finally, we have given numerical examples of the dynamics of landmark points and the corresponding flow of diffeomorphisms for different choices of TRI kernels, as well as the illustration of an application of such kernels to the surface matching of planum temporale.

Future work should focus on the design of kernels that are appropriate for different applications, especially in computational anatomy and related fields. As mentioned in the previous section, divergence-free kernels are suitable for volume-preserving transformations, therefore such kernels should be suitable for applications where shapes are known to deform in such manner (for example, the muscular tissues of the human heart have this property). On the other hand, curl-free kernels are more appropriate for the longitudinal studies of deformations that are mostly due to the growth or loss of matter. More in general, given a parameter-dependent family of kernels (where the parameters may determine e.g. the size of the kernel, or the weights in a combination of curl-free and divergence-free terms), for a specific application one has the interest of determining, or learning, the parameters that are optimal for a dataset of deformed anatomical shapes, i.e. those that best describe the deformations. Developing a comprehensive collection of TRI kernels with different properties, such as differing degrees of regularity at the origin and varying rates of convergence to zero at infinity, would also be useful.

The shape of geodesics should be studied in relation to the choice of the TRI kernel; in particular, note that all the kernels that we have considered in the examples have a length constant (e.g. the parameter $\sigma > 0$ for Gaussian-and Bessel-type kernels), so that the induced dynamics in the space of landmarks (and, for that matter, in the group of diffeomorphisms itself) is not scale invariant; furthermore, the regularity of the kernels at zero and the heaviness of their tails are significant in determining both the qualitative dynamics and the complexity of numerical implementations. Last, but not least, the visualization of the exponential map in the previous section (especially in the case of divergence-free TRI kernels) reveals the presence of several conjugate points, i.e. landmark configurations that are connected by distinct geodesics; the study of the dynamics of $L^N(\mathbb{R}^d)$ induced by the action of diffeomorphism groups should be furthered, and the investigation of the differential geometry of the space of landmarks that was started in [42].
in the case of scalar kernels, which is useful for the goal of performing statistics on such manifold (e.g. for determining the uniqueness of the Karcher mean [54]), should be extended to the case of TRI kernels.
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Appendix A. Relevant properties of Hankel transforms and Bessel functions

- **Fourier-Bessel integral** [20, Chapter 2] [52, Chapter 1]: this is also known as Hankel’s integral formula, or the inversion formula for Hankel transforms:

\[
\int_0^\infty \left\{ \int_0^\infty f(r) J_\mu(2\pi \rho r) r \, dr \right\} J_\mu(2\pi t \rho) \rho \, d\rho = \frac{f(t)}{(2\pi)^2}, \quad t > 0.
\]  

- **Recurrence relations for Bessel functions of the 1st kind** [1, §9.1.7]:

\[
\begin{align*}
J_{\nu-1}(z) + J_{\nu+1}(z) &= 2\frac{\nu}{z} J_\nu(z) \\
J_{\nu-1}(z) - \frac{\nu}{z} J_\nu(z) &= J'_\nu(z) \\
-J_{\nu+1}(z) + \frac{\nu}{z} J_\nu(z) &= J'_\nu(z)
\end{align*}
\]

- **A result on modified Bessel functions of the 2nd kind**:

\textbf{Lemma A.1.} For fixed \( \sigma > 0 \) and arbitrary \( \nu \) the function \( f_\nu(r) := \left( \frac{r}{\sigma} \right)^\nu K_\nu\left( \frac{r}{\sigma} \right), \) \( r > 0, \) is such that:

\[
\begin{align*}
f'_\nu(r) &= -\frac{1}{\sigma} \left( \frac{r}{\sigma} \right)^\nu K_{\nu-1}\left( \frac{r}{\sigma} \right), \\
f''_\nu(r) &= \frac{1}{\sigma^2} f_\nu(r) + \frac{2\nu-1}{r} f'_\nu(r).
\end{align*}
\]

\textit{Proof}. We have \( f'_\nu(r) = \frac{\nu}{\sigma} \left( \frac{r}{\sigma} \right)^{\nu-1} K_\nu\left( \frac{r}{\sigma} \right) + \frac{1}{\sigma} \left( \frac{r}{\sigma} \right)^\nu K'_\nu\left( \frac{r}{\sigma} \right); \) using the property \( K'_\nu(z) = -K_{\nu-1}(z) - \frac{\nu}{z} K_\nu(z) \) of modified Bessel functions [1, §9.6.26] yields
the first of (77). Differentiating the latter gives

\[ f''_\nu(r) = \frac{d}{dr} \left\{ -\frac{1}{\sigma} \left( \frac{r}{\sigma} \right) \cdot \left( \frac{r}{\sigma} \right)^{\nu-1} K_{\nu-1} \left( \frac{r}{\sigma} \right) \right\} \]

\[ \equiv -\frac{1}{\sigma^2} \left( \frac{r}{\sigma} \right)^{\nu-1} K_{\nu-1} \left( \frac{r}{\sigma} \right) + \frac{1}{\sigma^2} \left( \frac{r}{\sigma} \right)\nu K_{\nu-2} \left( \frac{r}{\sigma} \right), \]

where in \( (*) \) we have used the first of equations (77) with \( \nu \) instead of \( \nu' \). At this point we use the property

\[ K_{\nu-2}(z) = K_{\nu}(z) - 2\frac{\nu}{z} K_{\nu-1}(z) \]

of modified Bessel functions \([1, \S 9.6.26]\), and elementary manipulations lead to the second of equations (77).

\[ \cdot \] Asymptotic expansion for large arguments of the modified Bessel function \( K_{\nu} \) \([1, \S 9.7.2]\):

\[ K_{\nu}(z) \sim \sqrt{\frac{\pi}{2z}} e^{-z} \left[ 1 + \frac{\lambda-1}{8z} + \frac{(\lambda-1)(\lambda-9)}{2!(8z)^2} + \frac{(\lambda-1)(\lambda-9)(\lambda-25)}{3!(8z)^3} + \cdots \right] \]

valid for fixed \( \nu \) and \( |\arg z| < \frac{3}{2} \pi \); in the above expression, \( \lambda = 4\nu^2 \).

**Appendix B. Bochner’s Theorem and consequences**

We shall reformulate the generalized version of Bochner’s theorem as follows:

**Bochner’s Theorem.** Consider a matrix-valued function \( k \in L^1(\mathbb{R}^m, \mathbb{R}^{d \times d}) \) whose Fourier transform \( \hat{k} \) is also \( L^1 \), and let \( K(x,y) := k(x-y) \), \( x, y \in \mathbb{R}^m \).

The following facts are equivalent:

i. \( K \) is a positive definite function;

ii. for all \( f \in C^\infty(\mathbb{R}^m, \mathbb{C}^d) \) it is the case that \( \int_{\mathbb{R}^m} f^*(\xi) \hat{k}(\xi) f(\xi) \, d\xi \geq 0 \);

iii. for all \( \xi \in \mathbb{R}^m \), it is the case that \( \hat{k}(\xi) \) is a self-adjoint positive definite matrix.

**Proof.** We have that \( k(x) = \int_{\mathbb{R}^m} \hat{k}(\xi) e^{2\pi i(x,\xi)} \, d\xi \), \( x \in \mathbb{R}^m \) so we first note that for fixed \( N \in \mathbb{N}, x = (x_1, \ldots, x_N) \in (\mathbb{R}^m)^N \) and \( \alpha = (\alpha_1, \ldots, \alpha_N) \in (\mathbb{R}^d)^N \) we may write

\[ \sum_{a,b=1}^{N} \alpha_a \cdot k(x_a - x_b) \alpha_b = \int_{\mathbb{R}^m} f_{x,\alpha}(\xi) \hat{k}(\xi) f_{x,\alpha}(\xi) \, d\xi, \]

where \( f_{x,\alpha}(\xi) := \sum_{a=1}^{N} e^{2\pi i x_a \cdot \xi} \alpha_a \). We now proceed with the proof.
(i. ⇒ ii.) Fix \( f \in C^\infty_c(\mathbb{R}^m, \mathbb{C}^d) \) and \( \varepsilon > 0 \). By the continuity of integration, there exists \( A > 0 \) such that \( C_A := [-A, A]^m \) verifies \( \int_{\mathbb{R}^m \setminus C_A} \| \hat{k}(\xi) \| d\xi < \varepsilon \). We can choose \( A \) large enough such that \( \text{supp} f \subseteq C_A \). Consider now the periodic extension of \( f \) in \( \mathbb{R}^m \) and its Fourier series expansion:

\[
 f_{\text{per}}(\xi) := \sum_{p \in \mathbb{Z}^m} f(\xi - Ap) = \sum_{p \in \mathbb{Z}^m} c_p e^{-2\pi i \frac{x}{p} \xi}, \quad \xi \in \mathbb{R}^m,
\]

with \( c_p := \int_{\mathbb{R}^m} f(\xi) e^{2\pi i \frac{x}{p} \xi} d\xi, \quad p \in \mathbb{Z}^m \).

The above Fourier series converges uniformly, whence there exist \( M \in \mathbb{N} \), points \( p_1, \ldots, p_M \in \mathbb{Z}^m \) such that \( | f(\xi) - \sum_{a=1}^N \exp(-2\pi i x_{a \cdot} \xi) \alpha_a | < \varepsilon \) for all \( \xi \in C_A \), where we have set \( \alpha_a := c_{p_a} \), for \( a = 1, \ldots, M \). In other words, there exist \( \alpha = (\alpha_1, \ldots, \alpha_M) \) such that

\[
 \sup_{\xi \in C_A} | f(\xi) - \sum_{a=1}^N \exp(-2\pi i x_{a \cdot} \xi) \alpha_a | < \varepsilon.
\]

Since \( \| f - f_{x,\alpha} \|_{C_A, \infty} < \varepsilon \) we have \( \| f_{\text{per}} - f_{x,\alpha} \| < \varepsilon \), whence \( \| f_{x,\alpha} \|_{\infty} < \| f_{\text{per}} \|_{\infty} + \varepsilon = \| f \|_{\infty} + \varepsilon \). Now,

\[
 \left| \int_{\mathbb{R}^m} f_{x,\alpha}(\xi) \hat{k}(\xi) f_{x,\alpha}(\xi) d\xi - \int_{\mathbb{R}^m} f^*(\xi) \hat{k}(\xi) f(\xi) d\xi \right|
 \leq \left| \int_{\mathbb{R}^m \setminus C_A} f_{x,\alpha}(\xi) \hat{k}(\xi) f_{x,\alpha}(\xi) d\xi \right|
 + \left| \int_{C_A} f_{x,\alpha}(\xi) \hat{k}(\xi) f_{x,\alpha}(\xi) d\xi - \int_{C_A} f^*(\xi) \hat{k}(\xi) f(\xi) d\xi \right|
\]

with

\[
 I_1 \leq \int_{\mathbb{R}^m \setminus C_A} \| \hat{k}(\xi) \| \| f_{x,\alpha}(\xi) \|^2 d\xi < (\| f \|_{\infty} + \varepsilon)^2 \int_{\mathbb{R}^m \setminus C_A} \| \hat{k}(\xi) \| d\xi < (\| f \|_{\infty} + \varepsilon)^2 \varepsilon
\]

and

\[
 I_2 \leq \int_{C_A} (f_{x,\alpha}(\xi) - f(\xi))^* \hat{k}(\xi) f_{x,\alpha}(\xi) d\xi + \int_{C_A} f^*(\xi) \hat{k}(\xi) (f_{x,\alpha}(\xi) - f(\xi)) d\xi
 \leq \int_{C_A} \| f_{x,\alpha}(\xi) - f(\xi) \| \| \hat{k}(\xi) \| \| f_{x,\alpha}(\xi) \| d\xi + \int_{C_A} \| f(\xi) \| \| \hat{k}(\xi) \| \| f_{x,\alpha}(\xi) - f(\xi) \| d\xi
 \leq \varepsilon \| \hat{k} \|_{L^1} (\| f \|_{\infty} + \varepsilon) + \| f \|_{\infty} \| \hat{k} \|_{L^1} \varepsilon,
\]
where \( \|\hat{k}\|_{L_1} = \int_{\mathbb{R}^m} \|\hat{k}(\xi)\| d\xi \). Therefore it must be the case that
\[
I_1 + I_2 \leq (\|f\|_\infty + \varepsilon)^2 \varepsilon + \|\hat{k}\|_{L_1} (\|f\|_\infty + \varepsilon) + \|\hat{k}\|_{L_1} \|f\|_\infty \varepsilon,
\]
which concludes this part of the proof.

(ii. \(\Rightarrow\) iii.) The matrix \( \hat{k}(\xi) \) is self-adjoint for all \( \xi \) by the arbitrariness of \( f \in C_c^\infty(\mathbb{R}^m, \mathbb{C}^d) \). Assume that for a \( \xi_0 \in \mathbb{R}^m \) the matrix \( \hat{k}(\xi_0) \) has an eigenvalue \( \lambda_0 < 0 \), with eigenvector \( \gamma_0 \in \mathbb{C}^m \). By the continuity of \( \hat{k} \) there exists a neighborhood \( \Omega_0 \) of \( \xi_0 \) such that \( \gamma_0^* \hat{k}(\xi) \gamma_0 < 0 \) in \( \Omega_0 \); let \( f(\xi) := \psi(\xi) \gamma_0, \xi \in \mathbb{R}^m \), where \( \psi \in C_c^\infty(\mathbb{R}^m, \mathbb{R}) \), with \( \text{supp} \psi \subseteq \Omega_0 \). Then we must have \( \int_{\mathbb{R}^m} f^* \hat{k} f d\xi = \int_{\Omega_0} \psi^2 \gamma_0^* \hat{k} \gamma_0 d\xi < 0 \), which is a contradiction.

(iii. \(\Rightarrow\) i.) If \( \hat{k}(\xi) \) is self-adjoint with nonnegative eigenvalues for all \( \xi \in \mathbb{R}^m \) then the right-hand side of (79) is nonnegative for all \( x \) and \( \alpha \); whence the function \( K(x, y) \) is positive definite.

We now proceed with the proof of Proposition 3.13, that states that translation- and rotation-invariant kernels \( k \) of the type (10) are strictly positive definite as long as at least one of the two coefficients \( h^\|, h^\perp : \mathbb{R}^+ \to \mathbb{R} \) of the Fourier transform of \( k \) is positive somewhere.

Proof of Proposition 3.13. In the TRI kernel setting \( m = d \). Note that for any \( x = (x_1, \ldots, x_N) \in (\mathbb{R}^d)^N \) and \( \alpha = (\alpha_1, \ldots, \alpha_N) \in (\mathbb{R}^d)^N \) (where at least one of the \( \alpha_a \)'s is nonzero), and for any \( \xi \in \mathbb{R}^d \), the vector \( f_{x, \alpha}(\xi) \in \mathbb{C}^m \) introduced in the previous proof is neither parallel nor perpendicular to \( \xi \).

First assume that there exists \( r_0 \geq 0 \) such that \( h^\|(r_0) > 0 \) or \( h^\perp(r_0) > 0 \). Choose \( \xi_0 \in \mathbb{R}^d \) such that \( \|\xi_0\| = r_0 \), and arbitrary \( x = (x_1, \ldots, x_N) \) and \( \alpha = (\alpha_1, \ldots, \alpha_N) \). We shall write:
\[
f_{x, \alpha}(\xi_0) = u_0^\perp + u_0^\|, \quad \text{with} \quad u_0^\| := \text{Pr}_{\xi_0}^\| f_{x, \alpha}(\xi_0) \quad \text{and} \quad u_0^\perp := \text{Pr}_{\xi_0}^\perp f_{x, \alpha}(\xi_0);
\]
by the remark above, we have \( u_0^\| \neq 0, u_0^\perp \neq 0 \). It is immediate to verify that
\[
f^*_{x, \alpha}(\xi_0) \text{Pr}_{\xi_0}^\| f_{x, \alpha}(\xi_0) = \|u_0^\|\|^2 > 0 \quad \text{and} \quad f^*_{x, \alpha}(\xi_0) \text{Pr}_{\xi_0}^\perp f_{x, \alpha}(\xi_0) = \|u_0^\perp\|^2 > 0,
\]
while \( f^*_{x, \alpha}(\xi) \text{Pr}_{\xi}^\| f_{x, \alpha}(\xi) \geq 0 \) and \( f^*_{x, \alpha}(\xi) \text{Pr}_{\xi}^\perp f_{x, \alpha}(\xi) \geq 0 \) for generic \( \xi \in \mathbb{R}^d \). In conclusion
\[
\int_{\mathbb{R}^d} f^*_{x, \alpha}(\xi) \hat{k}(\xi) f_{x, \alpha}(\xi) d\xi
= \int_{\mathbb{R}^d} \left\{ h^\!(\|\xi\|) f^*_{x, \alpha}(\xi) \text{Pr}_{\xi}^\| f_{x, \alpha}(\xi) + h^\!(\|\xi\|) f^*_{x, \alpha}(\xi) \text{Pr}_{\xi}^\perp f_{x, \alpha}(\xi) \right\} d\xi > 0,
\]
and by (79) the kernel is strictly definite positive. Vice versa, by (79) if \( k \) is strictly definite positive then the above strict inequality holds for all \( x = \)
\[(x_1, \ldots, x_N) \in (\mathbb{R}^d)^N \text{ and } \alpha = (\alpha_1, \ldots, \alpha_N) \in (\mathbb{R}^d)^N \text{ where at least one of the } \alpha_i \text{'s is nonzero. Therefore either } h^\parallel \text{ or } h^\perp \text{ must be strictly positive somewhere in } (0, \infty). \text{ This completes the proof.} \]

Appendix C. Proof of Proposition 3.9

Note that since \( f \) is symmetric so must be its Fourier transform, i.e. \( \hat{f}(\xi) = \hat{f}(-\xi) \). We now prove that it is actually radially symmetric. Using polar coordinates in \( \mathbb{R}^d \) [26] we can write, for any \( \xi \in \mathbb{R}^d \):

\[
(80) \quad \hat{f}(\xi) = \hat{f}(-\xi) := \int_{\mathbb{R}^d} f(x)e^{2\pi ix \cdot \xi} dx = \int_0^\infty r^{d-1} g(r) \int_{\mathbb{S}^{d-1}} e^{2\pi irs \cdot \xi} ds dr,
\]

where we use the symbol \( \mathbb{S}^n \) for the unit \( n \)-sphere. Fix \( \xi \), and let \( \eta \) be such that \( \|\eta\| = \|\xi\| \); in other words \( \eta = R\xi \) for some \( R \in O(d, \mathbb{R}) \). We have that \( \hat{f}(\eta) = \int_0^\infty r^{d-1} g(r) \int_{\mathbb{S}^{d-1}} e^{2\pi i rs \cdot \eta} ds dr \), but

\[
\int_{\mathbb{S}^{d-1}} e^{2\pi irs \cdot \eta} ds = \int_{\mathbb{S}^{d-1}} e^{2\pi irs \cdot R\xi} ds = \int_{\mathbb{S}^{d-1}} e^{2\pi i rs \cdot (R^\ast \xi)} ds = \int_{\mathbb{S}^{d-1}} e^{2\pi i s \cdot \xi} ds',
\]

since \( |\det R| = 1 \). Whence \( \hat{f}(\eta) = \hat{f}(\xi) \), i.e. \( \hat{f}(\xi) = G(\|\xi\|) \), for some function \( G : \mathbb{R}^+ \to \mathbb{R} \). Without loss of generality in (80) we can choose \( \xi \) to be parallel to the standard basis vector \( e_1 \). Letting \( s = \|\xi\| \) and \( \cos \varphi = s \cdot e_1 \) we can write \( \xi \cdot s = s \cos \varphi \) (note that \( s = 1 \) on \( \mathbb{S}^{d-1} \)). This yields:

\[
\int_{\mathbb{S}^{d-1}} e^{2\pi irs \cdot \xi} ds = \int_{\mathbb{S}^{d-1}} e^{2\pi i r\varphi \cos \varphi} ds
\]

\[
= \sigma(\mathbb{S}^{d-2}) \int_0^\pi e^{2\pi i r\varphi \cos \varphi} (\sin \varphi)^{d-2} d\varphi
\]

\[
= \sigma(\mathbb{S}^{d-2}) \int_{-1}^1 e^{2\pi i ur \cos \varphi} (1 - u^2)^{\frac{d-3}{2}} du \tag{81}
\]

where \( \sigma(\mathbb{S}^n) = 2\pi^{\frac{n-1}{2}} / \Gamma(\frac{n+1}{2}) \) is the surface area of the unit \( n \)-sphere; in (*) we have performed the substitution \( u = \cos \varphi \). We now use the integral representation of Bessel functions [1, §9.1.20]

\[
J_\nu(z) = \frac{2(\frac{1}{2}z)^\nu}{\sqrt{\pi} \Gamma(\nu + \frac{1}{2})} \int_0^1 (1 - u^2)^{\nu - \frac{1}{2}} \cos(zu) du, \quad \text{valid for } \Re \nu > -\frac{1}{2},
\]
to get
\[
\int_0^1 \left(1 - u^2\right)^{\frac{d-3}{2}} \cos(2\pi \varrho r u) \, du = \frac{\sqrt{\pi} \Gamma\left(\frac{d-1}{2}\right)}{2(\pi \varrho r)^{\frac{d-1}{2}}} J_{\frac{d}{2}-1}(2\pi \varrho r);
\]
inserting the above into (81) and the latter into (80) completes the proof.
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